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Welcome to multivariable Calculus! Here are my supplemental notes for this course, giving alternative
ways to think about some things, practical advice, and sometimes more theoretical detail.

This does not cover everything that you need to know; you should also have the official course text-
book, which is the 4th Edition of University Calculus: Early Transcendentals by Hass et al published by
Addison—Wesley (Pearson). There are also some references in these notes to that textbook. Conversely,
there is some material in here that you don’t need to know, although I hope that it will be helpful; I'll

generally make a note of that when it happens.
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1.1

1.2

1 Vector algebra

The first part of this course involves working with points and vectors in multidimensional space. There are
not really any new ideas of Calculus itself here, but the setting may be new.

Points

In this class, we look at spaces with up to 3 dimensions, but most of the ideas in this course continue to
make sense in spaces with any whole number of dimensions. Although spaces with more than 3 dimen-
sions are difficult to visualize, since we're used to living in a 3-dimensional space, they make perfect sense
mathematically. Furthermore, whenever you're trying to keep track of 4 or more independent quantities at
once, then you need the mathematics of a space with 4 or more dimensions, whether or not you choose to
visualize that space geometrically.

If we assign rectangular coordinates to a space of n dimensions, then the result is called R™ (or R™);
in particular, a coordinate space of 1 dimension is R! or simply R, which is the set of real numbers, or
(thinking geometrically) the real number line. You can call the coordinates whatever you like, but it's
most common to use x (or sometimes t) as the coordinate in R; then to use z and y as the coordinates in
R?; then z, y, and z in R?; and finally 21, x5, ..., and z,, in R" generally. But there are other systems;
as long as you list n independent variables in a row, then you have a valid list of coordinates for R".

A point in R™ may be denoted by listing the values of its coordinates in order, separated by commas
and optionally surrounded by grouping parentheses. Thus, (z) or (more commonly) = gives a point in the
real line R, while (x,%) gives a point in the coordinate plane R?, (x,y, ) gives a point in the coordinate
space R3, and (x1,22,...,7,) gives a point in R™ (which is the most general case).

Sometimes it's nice to have a way to refer to a point in any number of dimensions without having to
write a long list with dots in it; then I usually write P for the point. Thus, in 1 dimension, P = z; in 2 di-
mensions, P = (x,y); in 3 dimensions, P = (z,y, 2); and in n dimensions, P = (21, %2,...,Zy). So for ex-
ample, if I say that P = (2,3,5), then this is the same as saying that x = 2, y = 3, and z = 5.

It's traditional to use uppercase letters to name points, as I just did. Another tradition is to leave
out the equality sign when naming points; so instead of writing P = (2,3,5) as I did above, people often
just write P(2,3,5). I think that this is a terrible convention, so I won't follow it, but you will see it some-
times, even in the textbook.

Vectors

A vector is a movement between points. For example, to move in the plane from the point (2,3) to the
point (3,1), you move 1 unit to the right (in the positive = direction) and 2 units downwards (in the nega-
tive y direction). This movement (1 unit to the right and 2 units downwards) is a vector.

A vector in R"™ has the same amount of information as a point there: n real numbers. For this reason,
people sometimes write a vector using the same notation as they use to write a point. For example, the
vector from the previous paragraph could be written as (1, —2), the same notation as used for the point
(1, —2). When referring to a vector, (1, —2) means a movement 1 unit to the right and 2 units downards;
when referring to a point, (1, —2) means the point that lies 1 unit to the right and 2 units downwards from
the origin.

However, a vector is not the same thing as a point, and so people often use different notation instead.
Common notations for the vector that I've been talking about include [1, —2], [_12], and (1,—2). I will use
the last of these, since that is used in the textbook. (There is another notation, which the book uses even
more often than (1, —2), and that is i — 2j. However, I'll save that for Section 1.4, starting on page 6 be-
low.) The terminology for these numbers is also different; while 1 and —2 are the coordinates of the point
(1,—2), we say that 1 and —2 are the components of the vector (1, —2).

Whereas a point tells you a location, a vector tells you only about the motion and nothing about the
location. So the vector from (2, 3) to (3,1) is the same vector as, say, the vector from (—2,7) to (—1,5).
In both cases, the motion is 1 unit to the right and 2 units downwards, so the vector is (1, —2).
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1.3

Motion on a number line corresponds arithmetically to addition. For example, if you start at the
number 2 on a number line and move 4 units to the right, then you end up at the number 6, and we rep-
resent this fact in arithmetic as 2 + 4 = 6. Similarly, if you start at (2,3) and move according to the vec-
tor (1,—2), then you end up at (3, 1), and we represent this fact in arithmetic as (2,3) + (1, -2) = (3,1).
So you can add a point and a vector to get another point. Or from another perspective, we could write
6 — 2 =4, and similarly (3,1) — (2,3) = (1, —2). So one way to describe a vector is to say that it's what
you get when you subtract two points. The textbook doesn't talk about arithmetic with points and vec-
tors like this; it does talk about calculating the vector from one point to another or calculating the point
reached from another point by following a given vector, but it doesn't refer to these operations as subtrac-
tion and addition. Nonetheless, that's exactly what they are.

The rules for these calculations are very straightforward: you add or subtract corresponding coordi-
nates and components. That is, to get the first coordinate of the sum, you add the first coordinate of the
original point and the first component of the vector, and similarly for the second coordinate; or when you
subtract two points, you subtract the first coordinates of the two points to get the first component of the
difference, and similarly for the second component. So you can write out the calculations in full thus:

(2,3)+(1,-2) = (24+1,3-2) = (3,1);
(3,1)—(2,3)=(3—-2,1-3) =(1,-2).

Here are general formulas for this rule in any number of dimensions:

(a1,a2,...,a,) + (v1,02,...,0,) = (a1 + V1,02 + V2, ..., aGn + Vy);

(bl,bg,...,bn)—(al,az,...,an):<b1—a1,b2—a2,...,bn—an>.

When I use P to denote a generic point, I'll use AP to denote a generic vector. Here, the uppercase
Greek letter Delta, ‘A’, which stands for ‘difference’, is commonly used to indicate the amount by which
the value of some quantity changes. (Think of Ay/Ax for the slope of a line.) That is,

AP =P, — P,

or
AP = (Azy, Axa, ..., Ax,).

When people want a symbol for the vector from P to @ but don't want to refer to subtraction of points,
then they'll sometimes write @ for @ — P, but I won't do that.

When you give a vector a name of its own, however, it's common to use a boldface lowercase letter,
such as u or v. Thus, if I use v to refer to the vector that I've been using as an example throughout this
section, then I would write v = (1, —2). In handwriting, you can write a little arrow over the letter in-
stead, to produce something like ¢; other common conventions are to underline or overline vectors, produc-
ing symbols such as v or v. On the other hand, it's OK to just write v if you want. The meaning of any
symbol that you use should be clear from the context that you provide; in particular, the context should
make clear whether a symbol refers to a number, function, point, vector, or whatever, regardless of what-
ever fancy fonts or decorations you may or may not use.

Arithmetic with vectors

Besides adding vectors to points and subtracting points to get a vector, you can also do arithmetic within
the world of vectors itself. If u and v are vectors in n dimensions, both representing some motion with-
in R™, then u + v represents the motion of u followed by the motion of v. This is consistent with how
addition of motions works on a number line; for example, if you move 4 units to the right and then move
3 units to the right, then overall you're moving 4 + 3 = 7 units to the right.

If v is a vector, then —v is the vector representing the opposite motion. Again, this matches arith-
metic on a number line; the opposite of moving 4 units to the right is moving 4 units to the left, which is
represented by the number —4. Then u — v just means u + (—v).
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You calculate these by the same principles as arithmetic between points and vectors. For example, to
add (1, —2) and (3,5), you simply add the corresponding components:

(1,-2) + (3,5) = (1 + 3, -2+ 5) = (4,3).

And this should make sense; if you move 1 unit to the right and 2 units downwards, then move 3 units to
the right and 5 units upwards, then overall you're moving 4 units to the right and 3 units upwards. Simi-

larly,
(1,-2) — (3,5) = (1 —3,-2—5) = (—=2,-7).

That is, if you move 1 unit to the right and 2 units downards and then move the opposite of 3 units to the
right and 5 units upwards (which is 3 units to the left and 5 units downwards), then overall you're moving
2 units to the left and 7 units downwards. Here are the general formulas in R™:

(ur,ugy ... up) + (U1,02, ..., U,) = {ug +v1,u2 + V2, ..., Uy + Up);
(U1, ug, .. Up) — (V1,02 ..., Un) = (U1 — V1, Uz — V2, ..., Uy — Up).
Besides adding and subtracting vectors, you can multiply or divide them by real numbers. For exam-
ple, if v is a vector representing some motion, then 2v represents doing that motion twice, 1/2v or v/2

represents performing half of that motion, —2v represents making the opposite motion twice, and so on.
You calculate these by multiplying each component by that same real number; for example,

2<17 _2> = <2(1)7 2(_2)> = <27 _4>;
1 1 1 1
302 = (30502 = (3-1)

Here are the general formulas in R™:

a{vy,va,...,v,) = (avi, ave, ..., avy);
V1, V2, ...,V v v v
—< L2 ’">:<—1,—2,...,—n>f0ra7é0.
a a’ a a

This operation is called scalar multiplication (or scalar division in the case of v/a), because geometri-
cally it amounts to changing the scale used to measure the vector (at least when the real number in ques-
tion is positive). As a result of this, numbers are often called scalars when working with vectors, even
though the word ‘number’ would work perfectly well.

More generally, you can take any homogeneous linear expression (that is a linear expression without
a constant term) in any number of variables, replace the variables with vectors, and get a legitimate oper-
ation on vectors. Such an operation is called, in general, a linear combination. For example, 2u + 3v —
5w is a linear combination of the vectors u, v, and w. Geometrically, this represents moving twice accord-
ing to u, then moving 3 times according to v, and moving 5 times the reverse of the motion given by w.

Still more generally, you can replace the variables with points or vectors; if the sum of the coefficients
on the points is 0, then the result is a vector, and if the sum of the coefficients on the points is 1, then the
result is a point. For example, if A, B, and C are points, while u and v are vectors, then 24 — 3B + 2C +
4u — 5v is a point (because 2 — 3 + 2 = 1), while 24 — 3B + C + 4u — 5v is a vector (because 2 —3 +1 =
0). Geometrically, 24 — 3B + 2C + 4u — 5v means the point that you reach by starting at A, moving as
you would move to get to A from B, then moving twice as you would move to get to C from B, then mov-
ing 4 times according to u, and moving 5 times the reverse of the motion given by v. (That is, think of
itas A+ (A— B)+2(C — B) + 4u — 5v.) Similarly, 24 — 3B + C 4 4u — 5v is the motion consisting of
moving twice as you would move to get to A from B, then moving as you would move to get to C from B,
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1.4

then moving 4 times according to u, and moving 5 times the reverse of the motion given by v. (That is,
think of it as 2(A — B) + (C' — B) + 4u — 5v.)

Another example of a point is 1/3 A+ 1/3 B + 1/3 C, which is the average of the 3 points. If you
think of this as A+ 2/3 (B — A) +1/3(C — B), then you can describe this in terms similar to those of the
previous examples, but in this case it's probably better to think of it directly as an average.

If the sum of the coefficients on the points is neither 1 nor 0, then there is no direct geometric inter-
pretation of the linear combination, but you can still perform calculations with such things; they basical-
ly represent internal parts of a larger calculation, such as the 24 — 3B that begins some of the examples
above.

All of the usual algebraic identities apply to linear combinations of points and vectors. For example,
u+v=v+4u (A+u)+v=A4A+ (u+v), 2(u+v)=2u+2v, and so on. Although you can prove these
geometrically, the simplest way to verify them is to do so component by component; then they reduce to
identities about real numbers.

You could try multiplying and dividing vectors by each other using the same method of calculation as
you use for adding and subtracting them, component by component. People do this sometimes, but there's
no geometric interpretation of these operations, neither directly nor as part of a larger calculation with a
geometric interpretation. So we won't be doing that. Instead, we'll see some other methods of multiplying
vectors later on, in Sections 1.6-12, on pages 9-17.

The zero vector, denoted 0, represents no motion at all. Its general formula in R" is

0= (0,0,...,0).

It obeys algebraic rules analogous to those obeyed by the real number 0, suchas0+v=v, v—-v =0,
and A+ 0 = A. (The last of these demonstrates what it means to say that O represents no motion at all;
you start at the point A, do nothing, and wind up still at A.)

The standard basis vectors

There are some other special symbols for special vectors, and these lead to another general system of nota-
tion for vectors (and points).
In R?, there are 2 standard basis vectors, i and j:

i=(1,0), j = (0,1).

In R3, there are 3 of them:
i=(1,0,0), j=(0,1,0), k =(0,0,1).

In R”™, there is a shift in the usual notation:
e; =(1,0,0,...,0), e =(0,1,0,0,...,0), ..., e, =(0,0,...,0,0,1).

The value of this is that any vector can be written as a unique linear combination of the standard basis
vectors:

(a,b) = ai+ bj;
(a,b,c) = ai + bj + ck;
(a1,a2,...,an) = are1 + azez + - - - + aney,.

Work out the right-hand sides of these and see for yourself that you get the left-hand side. (It's a little
annoying that i and j are ambiguous, but as long as you know whether they're supposed to be in R? or
in R3, then you know what they mean.)

If a component of a vector happens to be 1, then you can leave it out of the expression in the stan-
dard basis vectors; if the component is negative, then you use subtraction instead of addition; if the com-
ponent is 0, then you leave that term out entirely. For example, (1, —2) = 1i + (=2)j =i — 2j. In R?,
(1,-2,0) is also written i — 2j, because the component on k is 0.
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1.5

You can now do arithmetic with vectors by following the ordinary rules of algebra and leaving the
symbols for the standard basis vectors alone. For example, instead of (1,—2) + (3,5) = (4, 3), you calcu-
late

(i—2j) +@Bi+5j) =(1+3)i+ (-2+5)j=4i+3j.

Similarly, instead of 2(1, —2) = (2, —4), you calculate
2(i — 2j) = 2i — 2(2j) = 2i — 4j.

You can even extend this notation to points by introducing O for the origin of the coordinate system.
That is,
0 =(0,0,...,0)

in R™. Then any point can be described by starting at the origin and moving along a vector whose com-
ponents are the coordinates of that point; for example, (2,3) = O + (2,3) = O + 2i + 3j. Then you can
again do calculations using the rules of algebra; for example, instead of (2,3) + (1,—2) = (3,1), you calcu-
late

(O+2i+3j))+(1—-2)=0+2+1)i+(3-2)j=0+3i+}.

The textbook uses this notation for vectors most of the time, although it continues to use a list of co-
ordinates with commas for points, which it has to do since it never refers directly to addition of points and
vectors.

Lengths and angles

In many situations, we want to refer to the distance between two points, or equivalently to the length of a
vector. This goes by several names; in general, the length, magnitude, or norm of a vector in R" is

||<’Ulv’025' --7'Un>|| = \/U12 +’022 + - +Un2-

(Here I've denoted the length of a vector v as ||v||, although the textbook writes this as simply |v| in-

stead.) As a statement about distances, this is the n-dimensional generalization of the Pythagorean Theo-
rem.
One basic algebraic property of lengths is

lav]l = lal [[v]]

(Note that you must write |a| when a is a scalar, even if you choose to use the notation ||v| when v is a
vector.) You can check this from the general formula by factoring inside the square root; remember the
identity v/a2 = |a| for arbitrary real numbers. (It's a common algebra mistake to think that va2 = a; this
is correct when a > 0 but not otherwise.) In particular,

[=vll = [Iv]-

Also,
[0]] = 0;

conversely, if ||v] = 0, then it must be that v = 0. (Ultimately this is because a sum of squares of real
numbers can only be zero if all of the original numbers are zero.)
There is no general formula for ||u + v||; however, we can say

o+ vl < [Jul] + []v]].
This is called the triangle inequality, since if you draw a triangle whose sides are u, v, and their sum
u + v, then this expresses the fact that the length of the last side is the shortest distance between its two

endpoints. (You can check this from the formula by squaring both sides, cancelling some common terms,
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squaring again, subtracting the two sides, and factoring the result as a perfect square. You can then ar-
gue that this perfect square is greater than or equal to zero, so the right-hand side just before the subtrac-
tion is greater than or equal to the left-hand side at that stage, and this remains so upon taking principal
square roots, adding some common terms, and taking principal square roots again. I'll skip the details.)
If v # 0 (so that you can divide by ||v]|), then v/||v]| is a vector whose own magnitude is 1. (This is
because
‘ ‘ _ vl _ vl
v Al

using that ||v|| > 0.) This is called the unit vector in the direction of v, or simply the direction of v.
The usual notation for this is v:

\%

Il

For some reason, the textbook never introduces this notation (or any other notation for this concept), but
it refers to the idea itself quite often. Notice that you can write v = ||v||¥; this expresses the common slo-
gan that a vector has both a length and a direction. (However, the zero vector has only a length, of 0, and
no way to pick out any unit vector as its direction.)

If you perform some algebraic tricks with the triangle inequality and assume that neither u nor v is
the zero vector 0 (so that you can divide by their norms), then you can also derive the compound inequali-

ty
2 2 2
iy [ul” + Iv]I" = [Ju = v

- 2|[ulf}v]] -

(T'LL skip this derivation too, but it's based on first replacing v with —v, squaring both sides, and rearrang-
ing terms to derive one half of this result, then going back to the beginning and replacing u with u — v,
squaring both sides again, and rearranging terms to derive the other half of the result.) If you draw a tri-
angle whose sides are u, v, and u — v (so that u and v are both starting from the same point), then the
Law of Cosines says that the expression in the middle of the compound inequality above is the cosine of
the angle between the sides u and v, and the inequality verifies that this lies within the possible range of
values for a cosine. (If either u or v is the zero vector, then you don't really have a triangle, and this an-
gle doesn't make sense.)

If you have two rays emanating from the same point in a multidimensional space, then the only way
to describe the angle between them is with an angle between 0 and 7 (or 180°), which is the range of pos-
sible values of an arccosine (or inverse cosine), so taking the arccosine of the expression above gives you

this angle:
2 2 2
[l + [IV[I” = fla = v]| >
2[[ul[ vl

Z(u,v) = acos (

(In R?, and only in R?, it's possible to distinguish clockwise and counterclockwise angles, which I'll come
back to when I discuss the scalar cross product in Section 1.11 on page 15.) Thus, it's possible to describe
both lengths and angles using vectors, through the concept of the magnitude of a vector. (There's a more
efficient way to calculate this cosine, which we'll see on page 11 at the end of Section 1.7, using the dot
product, but it's nice to know that angles can be calculated from lengths alone.)

Two vectors u and v are perpendicular or orthogonal if the angle between them is a right angle
(w/2, or 90°), whose cosine is 0; the symbol for this is u L v. In terms of lengths, u and v are perpen-
dicular when |ju — v||* = ||[u||* + ||v|* (or replacing v with —v, which would also be perpendicular to u,
[u+v|® = |lul|* + ||v|]|*). Similarly, u and v are parallel if the angle between them is the zero angle
(0, or 0°), whose cosine is 1; the symbol for this is u || v. However, people sometimes use this symbol (or
even the word ‘parallel’) to include the case where u and v are antiparallel, meaning that the angle be-
tween them is a straight angle (7, or 180°), whose cosine is —1. In terms of lengths, u and v are parallel if
[ =v* = (lhall = [v]1)* (so [la =]l = [[[u]| = [|VI[], or u+v] = [ul| +[|v]), and u and v are antipar-

alleLif [[u = v||* = (Jull + [vI)* (so [lu = v] = |[ul| + V], or [lu+v] = [Ju] = v]])-
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1.6

However, for many applications of vectors, the concept of length or magnitude really doesn't make
sense! This is because vectors describe motion within any space with any coordinates, and those coordi-
nates might refer to incompatible quantities. For example, if £ measures time and y measures something
that changes with time but is not itself a time (the height of a falling object, the price of a stock, the pop-
ulation of the world, or nearly any other quantity of interest), then it really doesn't make sense to talk

about the magnitude
IAP| = [(Az, Ay)|| = /Aa? + Ay?.

You can see this if you imagine what units of measurement you might use for such a magnitude; if x is
measured in seconds and y is measured in metres (as one might do when talking about the height of a
falling object, for example), then which unit is ||[AP]| in? Neither one makes sense, nor does any combi-
nation of them.

So while lengths of vectors and angles between them always exist in the realm of mathematical ab-
straction, they can only be meaningful when all of the coordinates measure the same type of quantity.
(Even then, these concepts may or may not really be meaningful, but at least they have a chance.) The
exception to this is that we can say whether two nonzero vectors are parallel (or antiparallel) without ref-
erence to angles: u and v are parallel if there is a scalar £ > 0 such that u = kv; they're antiparallel if
there is a scalar k < 0 such that u = kv.

Projections

If you have two vectors u and v, and assuming that neither of them is 0, place them so that they both
start at the same point A and then draw a line from A + v to the line through A and A + u so that these
lines intersect at a right angle. Let B be the point where these lines intersect; the vector B — A is the
projection of v onto u, denoted proj, v. Sometimes people also consider the projection of v perpendic-
ular to u; this is the vector from B to A + v:

projfl‘ V =V — proj, v.

(In general, the symbol ‘1’ is used when talking about perpendicular things, which the shape of the sym-
bol is supposed to remind you of.)
A related concept is the component of v in the direction of u, denoted comp,, v; this is a scalar cho-
sen so that
proj, v = comp, v u.

It's a common mistake to think that proj, v has the same direction as u, so that consequently comp, v =
|lproj, vl||- But in fact, proj, v can just as easily have the opposite direction, so the general rule is

|comp,, v| = [[proj, V.

The component of v in the direction of u is positive if u and v have roughly the same direction but nega-
tive if they have roughly opposite directions. (It's also possible that this component is zero, when u and v
are perpendicular.)

I have not allowed v to be the zero vector, because then A + v is simply A, right on the line through A
and A + u, so it makes no sense to draw anything from that point perpendicular to that line. However,
since we're already on the line, we can simply take B to be A as well, so that proj, v, which is B — A, is
also 0. Thus, we have these results:

proj, 0 =0, projf; 0=0, comp,0=0.

Now proj, v and comp,, v exist no matter what v is (although it's still necessary that u # 0). Once we
have that, you can verify these facts by drawing the relevant pictures:

proj, (v + w) = proj, v + proj, w, so comp,, (v + w) = comp,, v + comp,, w;

proj, (av) = aproj, v, so comp, (av) = acomp, v.
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1.7

This is all well and good, but if you know a little trigonometry, then you can get a nice formula for
this component. This is because v forms the hypotenuse of a right triangle, one of whose legs is proj,, v,
and whose angle next to that leg is Z(u,v) if u and v have roughly the same direction or 7 — Z(u, v) if
they have roughly opposite directions. In the first case,

cos Z(u, v) = [proju vil _ Comp, V.
vl vl
in the other case,
cos Z(u,v) = —cos (m — Z(u,v)) = — [projy v]| — T CotibuV _ COMPuV
v (vl vl

In the middle, when u and v are perpendicular, then cos Z(u, v) and comp,, v are both 0. So in any case,
comp, v = ||v|| cos Z(u, V)

as long as v # 0. (If v =0, then the angle Z(u,v) doesn't make sense, but the equation is still true in
a way, since it becomes the true statement 0 = 0 no matter what value you use for the angle.) We saw
on page 8 how to express this cosine using only ||ul|, ||v||, and |ju — v||, but for now, let's just leave it as
cos Z(u,v).

The dot product

To treat u and v equally, the disussion of projections and components above suggests that we'll get an
interesting operation if we define

u-v = ||ul| comp, v = ||u| ||v|| cos Z(u, V).

This indeed has many nice properties; for example, these follow from the corresponding properties for
components:

u (v w) = (uv) + (u-w),

u-(av) =a(u-v).
However, since u and v appear symmetrically in the formula with the cosine, we have
u-v=v-u,

and then these properties also follow:

The definition ||u|| comp,, v allows v to be 0, but not u. However, since the operation is symmet-
ric when the vectors are nonzero, we can define it so that it continues to be symmetric, so that 0-v =0
as well as v- 0 = 0. In particular, we define 0- 0 to be 0. (Thus, it remains true in a way that u-v =
[lul]| |[v]] cos Z(u, V), even when Z(u,v) doesn't make sense, because in that case the equation becomes
0 = 0 no matter what value you use for the angle.) Then the properties listed above continue to be true.
By this point, you should see where the notation comes from; this operation has a lot of the same
properties as multiplication. It's variously called inner multiplication (for the operation) or the inner
product (for the result of the operation), the scalar product (because the result is a scalar), or (naming
it after its notation) the dot product. (Don't confuse scalar multiplication, describing the operation for
av, with the scalar product, describing the result of the operation u-v.) The properties above state that
the dot product distributes over addition, that it's commutative, associative with scalar multiplication, etc.

Page 10 of 79



Since angles can be expressed in terms of lengths, so can the dot product; you get

2 2 2
e 4 el [ el 4
- 5 :

an expression that works regardless of whether u and v are nonzero. An important special case is when u
and v are the same vector; then this simplifies to

2
vev=|v|".

(Another way to see this is that the angle between a vector and itself is 0, the cosine of which is 1, so
vev=|v||[v]ecos0=v|*)

However, as a practical matter, there is a better way to calculate this. Because the dot product dis-
tributes over addition and associates with scalar multiplication, we only need to know i- 1, i- j, and so on;
that is, we only need to know what it does to the standard basis vectors. Since these vectors are all per-
pendicular to one another, so the cosine between any two different ones is 0, these dot products are almost
all 0. The exception is the dot product of one of these with itself; since these vectors all have a magnitude
of 1, the dot product of any one with itself is 12 = 1. So in 2 dimensions,

(a,b) - {c,d) = (ai+bj) - (ci+dj) =aci-i+adi-j+bcj-i+bdj-j=acl+ad0+bc0O+bdl = ac—+ bd;

in 3 dimensions,
(a,b,c) - (d,e, f) = ad + be + cf

by a similar calculation, and most generally in n dimensions,
(a1,a2,...,an) - (b1,ba, ..., by) = a1by + agba + -+ - + anby,.
That is, you multiply corresponding components of the vectors and add these all up. For example,
(1,-2)-(3,5) = (1)(3) + (-2)(5) =3 —-10 = —T.

Now its best to give formulas for angles, projections, and components in terms of the dot product,
rather than the other way around. So:

u-v
comp,V = ——;
) [af”
: ~ u-v u-v
Proj, v = comp, vl = ——u = u;
[[ull u-u
projtv=v—projt v=v— =+ ¥y = (U'U)V—(u-v)u;
u-u u-u
Z(u,V):acosw:acos u-v )
v [l {[v]]

Even lengths can be expressed using the dot product:
vl = VvV

Row vectors

I developed the dot product geometrically, and we've seen that it's closely related to lengths and angles.
At the top of page 9 at the end of Section 1.5, I remarked that lengths and angles don't always make sense
in context, and the same goes for the the dot product (as well as projections and components onto a given
vector). For example, if x is measured in seconds (s) and y is measured in metres (m), then (1s,—2m) -
(3s,5m) = 35?2 — 10m? doesn't really make sense.
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1.9

On the other hand, sometimes dot products can make sense in a context like this. For example, sup-
pose that x represents the time at which something occurs and y represents its location, so that the vec-
tor AP = (Ax, Ay) represents a passage of time together with a change in location, like the vectors in the
previous paragraph might do; then if the object in question is a missile that's going to explode at some un-
kown time and distance and you think that it's going to move slowly while I think that it's going to move
quickly, then we might make a bet where I pay you $1 for every second that it lasts until it explodes but
you pay me $2 for every metre that it travels. If it travels 5 metres in 3 seconds before exploding, then
you'll get (1)(3) — (2)(5) = —7 dollars, or put another way, you'll owe me $7. This can be represented as
the dot product

($1/s,—%$2/m) - (3s,5m) = ($1/s)(3s) + (—$2/m)(5m) = $3 — $10 = —$7,

where the first vector is determined by the nature of our bet (you get $1 per second and pay $2 per me-
tre), while the second vector is determined by the behaviour of the missile (it lasts 3 seconds and travels
5 metres).

Now, while the vector (3s,5m) really does describe a change in = and a change in y, where z and y
represent time and position as I stated above, the vector ($1/s, —$2/m) does not. In the context of mea-
suring time and position, this vector is a different kind of vector, one for which a dot product with an or-
dinary vector makes sense, even though lengths and angles don't make sense for any of these vectors. A
vector like this is variously called a dual vector, a covector, or a row vector; in the last case, an or-
dinary vector may be called a column vector. I'll use the terminology of row and column vectors, which
ultimately comes from matrix theory, as you'll see in Section 1.13. Sometimes row vectors are distinguished
from column vectors by choosing a different notation for vectors from the common notations listed on
page 3. When column vectors are written |7 ], row vectors are usually written [a b]. This notation al-
so comes from matrix theory, as you'll also see in Section 1.13.

Row vectors obey the same rules of arithmetic as column vectors; here is a list of operations with
these that make sense even when lengths and angles do not:

e Addition: adding a column vector to a point to get another point, adding two column vectors togeth-
er to get another column vector, adding two row vectors together to get another row vector;

e Subtraction: subtracting a column vector from a point to get another point, subtracting one column
vector from another to get another column vector, subtracting one row vector from another to get
another row vector;

e Multiplication: multiplying a column vector by a scalar to get another column vector, multiplying a
row vector by a scalar to get another row vector, multiplying a row vector and a column vector to get
a scalar.

In particular, there is no useful notion of ‘row point’ that can interact with row vectors in the way that
points interact with column vectors.

Area

Now let's go back to a geometric conception of vectors. If you take two vectors u and v and place them to
start at a point A, then you can connect their endpoints to make a triangle and then ask what the area of
that triangle is. It's actually a bit nicer to think of that triangle as half of a parallelogram: two opposite
sides of the parallelogram are u, one running from A to A 4 u, the other running from A +v to A +v +
u; the other two opposite sides are v, one running from A to A 4 v, the other running from A +u to A +
u + v (which of course is the same as A+ v + u).

This question can be asked in any number of dimensions, and the answer may be written |Ju x v||.
This notation suggests that this area will be the magnitude of something more fundamental, which is u x v
itself, and this is true to an extent, but exactly how that works depends on how many dimensions we're in.
So for now, I'm just going to stick with |ju x v||. However, I can give you the terminology: whatever u x v
is, the operation may be called outer multiplication, and the result may be called the outer product
or the cross product; and in 3 dimensions (where it is best known), it's also called the vector product.
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1.10

With the help of trigonometry,
[ux v = Jlul v sin £(u, v).

Notice that this sine is always positive, since the angle lies between 0 and 7. For such an angle 6, sinf =
V1 — cos? 6; with the help of the dot product, this means that

2 2 2
s v =Vl v = (u-v)*.

(This formula makes sense even if u or v is the zero vector, in which case the result is zero.) If you write
out u- v in this expression in terms of the lengths ||ul|, ||v||, and ||u — v||, then the formula factors as

I x v]| = V=l + VI + Ta = vID (Rl + V1= T = vID (Rl = (VI + (e = VIRl = [V = [ = v])
2

(Despite the initial minus sign, the expression inside the square root is positive, since the last factor is
negative.) This result was known to the ancient Greek-Egyptian mathematician and inventor Hero (or
Heron) of Alexandria, even though he didn't use vectors; he expressed it directly using the distances be-
tween the points. (Hero also invented the steam engine, the windmill, and the vending machine, although
none of those caught on at the time.)

If u and v are parallel (or antiparallel), or if either (or both) of them is the zero vector 0, then |u - v| =
[[u]| [[v]], so |Ju x v|| = 0. From another perspective, if u and v are parallel, then the angle between them
is 0, whose sine is 0; if they're antiparallel, then the sine is sin 7, which is still 0. In this case, you don't
really have a parallelogram, but a simple line segment (or a point if u and v are both 0), whose area is
indeed 0.

Here are some important algebraic properties of |ju x v|[:

lux v = [lv>ul]
[ax av] = [af [ax v|;
lux v = [Ju x projy v|| = [[u] |projy v||-

(The last of these assumes that u # 0, so that projection perpendicular to u makes sense.) These should
be obvious geometrically; in particular, the last of these states that the area of a parallelogram is the same
as the area of a rectangle with the same base and height.

The cross product in three dimensions

For vectors in R?, we can interpret u x v as a vector. The magnitude ||u x v|| is the area from the previ-
ous section, so we only need to describe the direction of u x v: it will be perpendicular to both u and v.

Most of the time, there are precisely two directions perpendicular to two vectors u and v in R3. To
decide which of these is the direction of u x v, we use the right-hand rule: if you start by pointing the fin-
gers of your right hand in the direction of u, curl them to point in the direction of v, and then stick out
your thumb, then your thumb will point roughly in the direction of u x v. (This should be used togeth-
er with a right-handed coordinate system: if you point your fingers along the positive z-axis, curl them to
point along the positive y-axis, and then stick out your thumb, then your thumb will point roughly along
the positive z-axis.) If u and v happen to be parallel (or antiparallel), or if either (or both) of them is the
zero vector 0, then this won't work; however, in that case, |[u x v|| =0, so then u x v must be 0, which
has no direction.

Like the dot product, this operation distributes over addition and associates with scalar multiplica-
tion:

ux (v+w)=uxv4uxw,

uxav=a(uxv).
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The latter fact is easy to see, since we have a corresponding fact for |ju x av|| and the direction of u x av
reverses when a is negative. The first of these is more difficult; it uses the result for ||u x v|| in terms of
projg v. This allows you to draw everything in the plane perpendicular to u; if you look in the direction
of u when looking at this plane, then u x v rotates proj. v (which is in this plane) clockwise through a
right angle and scales it by ||v||; since both this operation and projection distribute over addition, so does
the cross product itself.

However, there is one important difference between the properties of the dot and cross products:

uxXv=-vxu
This is because, while the magnitudes are the same, the directions are reversed, since you're curling your
fingers the other way.

For practical calculations, it's again enough to know what happens to the standard basis vectors:

ixi=0,ixj=k ixk=—j
jxi=-k jxj=0,jxk=1i,
kxi=j kxj=—i kxk=0.

Based on this,

(a,b,c) x (d,e, f) = (ai +bj + ck) x (di + ej + fk) = (bf — ce)i+ (cd — af)j + (ae — bd)k
= (bf —ce,ed — af,ae — bd).

For example,
(1,-2,0) x (2,2,1) = ((=2)(1) = (0)(2), (0)(2) = (1)(1), (1)(2) = (=2)(2)) = (=2 - 0,0 = 1,2+ 4) = (=2, -1,6).

If you know about determinants, then you can think of

{a,b,c) x {d,e, f) =

QU Qe
D o e

the value of this determinant is the value of the cross product.
Along with the cross product, people often look at the so-called triple scalar product of three vectors
in R3; this is simply
u-(vxw).

This can be calculated with determinants as well:

a &
(a,b,c}-(d,e,f>><<g,h,i>: d e f
g h 1

Geometrically, this represents a volume; more precisely, |[u - v X w| is the volume of a parallelepiped whose
edges are u, v, and w, and u-v X w is positive if you can curl the fingers of your right hand from u to v
and stick out your thumb along w but negative if your thumb points the wrong way.
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1.11 The cross product in two dimensions

For vectors in R?, we can interpret u x v as a scalar, so this is sometimes called the scalar cross product.
The absolute value |u x v| is the ||[u x v|| from Section 1.9 starting on page 12; u x v itself is positive if
you turn counterclockwise to go from u to v but negative if you turn clockwise. (Here I'm assuming a
counterclockwise coordinate system: the rotation from the positive z-axis to the positive y-axis is coun-
terclockwise.) If u and v are parallel (or antiparallel), or if either of them is the zero vector 0, then u x v
is just 0.

The cross product in 2 dimensions follows the same algebraic rules as in 3 dimensions:

ux (Vv+w)=uxv+4+uxw,
uxav=a(uxv),

uxXv=-vXau.

If anything, these are easier to establish geometrically than the corresponding properties in R3.

Another way to think of the scalar cross product is to embed R? within R?; that is, we take the z-co-
ordinate of every point to be fixed (typically z = 0), so that the z-component of every vector is Az = 0.
Then instead of the scalar cross product u x v, you can speak of the triple scalar product k- u x v. Yet
another way to think of it is as a dot product; much as a — b is the sum of a and —b, so u x v is the dot
product of u and xv, where xv is the result of rotating v clockwise through a right angle. (In general,
the result of rotating v clockwise by 6 radians is cosf v + x sin @ v; if you rotate counterclockwise, as is
more common, then the result is cosf v — x sinfv.)

You can also speak of signed angles in 2 dimensions; if you treat a counterclockwise angle as positive
and a clockwise angle as negative, then

ux v = |ulf[lv]sin Z(u, v),

where the bar over the angle symbol indicates this signed angle. There's even a version of the signed an-
gle in 3 dimensions, making this same equation for u x v true; Z(u, v) is a vector whose magnitude is
the (positive) angle between u and v and whose direction is given by the right-hand rule, while the sine
of this vector is a vector defined by sinw = sin ||w|| w. (The cosine of a vector remains a scalar: cosw =
cos ||wl|.) This paragraph is not important for this course, but it has uses in physics related to angular
momentum.

For practical calculations, sinceixi=0,ix j=1,jxi=—1,and j x j =0, the formula is

(a,b) x {c,d) = ad — be.

For example,
(1,-2) x (3,5) = (1)(5) = (—=2)(3) =5+ 6 = 11.

If you know about determinants, then

(a,b) x (¢, d) =

a b
al

Similarly,

x{a,b) = g)‘ — (b, —a).

i
a

Cross products in more than 3 dimensions can also be done, but in that case the result is neither a
scalar nor a vector but a more general concept called a tensor. (Similarly, xv alone is a tensor in more
than 2 dimensions.) While the cross product in 4 dimensions (and xv alone in 3 dimensions) can be inter-
preted as a matrix (see Section 1.13), more general tensors are even more complicated, and we will not be
using these in this course.
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1.12 Orientation

The dot and cross products both rely on the geometric notion of length, but the cross product addition-
ally depends on an orientation; this is the choice between the right-hand and left-hand rules (in 3 di-
mensions) or between counterclockwise and clockwise angles (in 2 dimensions). While our physical space
really does have lengths and angles, the choice of orientation is arbitrary, so results that apply to geometry
shouldn't depend on it.

Just as we can distinguish row vectors from column vectors in contexts where lengths and angles
don't make sense, so we can distinguish azial vectors from polar vectors in contexts where orientation is
arbitrary. So, a polar vector is an ordinary vector representing a change in position, but an axial vec-
tor or pseudovector is a vector together with a choice of orientation, where we may reverse our choice
of orientation as we please so long as we replace the vector with its opposite when we do so. For example,
while a polar vector in R3 may be fully described as (=2, —1,6), an axial vector in R? might be described
as (—2,—1,6) right-handed, or (for the same axial vector) as (2,1, —6) left-handed. Thus you can say, for
example,

(1,-2,0) x (2,2,1) = (—2,—1,6) right-handed = (2,1, —6) left-handed.

(There is still a convention in play here, however; in a left-handed coordinate system, you would write
(1,-2,0) x (2,2,1) = (-2, —1,6) left-handed.)

Similarly, a pseudoscalar is a scalar together with a choice of orientation, where again we may re-
verse our choice of orientation as we please so long as we replace the scalar with its opposite. In R2, the
cross product of two vectors is a pseudoscalar; in R?2, the triple scalar product of three vectors is a pseu-
doscalar. For example,

(1,-2) x (3,5) = 11 counterclockwise = —11 clockwise,

and
(1,-2,0) - (2,2,1) x (0,3,5) = 27 right-handed = —27 left-handed.

Axial vectors obey the same rules of arithmetic as polar vectors; here is a list of operations with these
that make sense in R3:

e Addition: adding a polar vector to a point to get another point, adding two polar vectors together to
get another polar vector, adding two axial vectors together to get another axial vector;

e Subtraction: subtracting a polar vector from a point to get another point, subtracting one polar vec-
tor from another to get another polar vector, subtracting one axial vector from another to get another
axial vector;

e Scalar multiplication: multiplying a polar vector by a scalar to get another polar vector, multiplying
an axial vector by a scalar to get another axial vector, multiplying a polar vector by a pseudoscalar to
get an axial vector, multiplying an axial vector by a pseudoscalar to get a polar vector;

e Inner multiplication (dot product): multiplying two polar vectors to get a scalar, multiplying a polar
vector and an axial vector to get a pseudoscalar, multiplying two axial vectors to get a scalar;

e Outer multiplication (cross product): multiplying two polar vectors to get an axial vector, multiplying
a polar vector and an axial vector to get a polar vector, multiplying two axial vectors to get an axial
vector.

Similarly, pseudoscalars can be added or subtracted to produce more pseudoscalars and can be multiplied
together to produce an ordinary scalar, or you can multiply a scalar and a pseudoscalar to produce an-
other pseudoscalar. In R?2, the list of operations is the same, except that the result of a cross product is a
scalar or a pseudoscalar rather than a vector (a polar vector) or a pseudovector (an axial vector).

The rule of thumb for all of this is that you can only add or subtract things that are alike in every
way, but you can multiply anything together; the result is ‘pseudo’ if you multiplied together an odd num-
ber of pseudothings (so pseudos cancel, like minus signs, in pairs), where the cross product introduces an
extra pseudo.

In the most general case, where you don't have a good notion of length and also don't have any way
to prefer one orientation over another, you have polar column vectors (the ordinary notion of vector), axial
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1.13

column vectors, polar row vectors, and axial row vectors. In general, only polar column vectors can in-
teract with points. None of this affects calculations when properly done, but like keeping track of units,
keeping track of variance (row vs column) and chirality (polar vs axial) can prevent you from accidentally
doing meaningless calculations.

Matrices

This material is optional for now, but it will be useful in Section 4.8. Recall from Section 1.8 above that
we sometimes want to distinguish column vectors (the usual kind) from row vectors (which appear in dot
products with column vectors). One way to distinguish them that I mentioned is to write (a,b) as [§]
when it's a column vector but as [a b] when it's a row vector. A matrix (plural matrices) generalizes
both of these; it's an array of entries arranged in both columns and rows. A typical example of a matrix is

{a b c} )

d e fJ’

this matrix has 2 rows and 3 columns, so we call it a 2-by-3 matrix. Thus, a column vector in n dimen-
sions is a matrix with n rows and 1 column (also called a column matriz), while a row vector in n dimen-
sions is a matrix with 1 row and n columns (also called a row matriz). But for matrices in general, the
number of rows and the number of columns could each be any whole number.

You can multiply any matrix by a scalar, and you can add or subtract two matrices if they have the
same size to get another matrix of that size. This works entry by entry, just as with vectors. But there is
also an operation that generalizes the dot product: matrix multiplication. In general, you can multi-
ply an m-by-n matrix and an n-by-o matrix to get an m-by-o matrix. The entry in row ¢ and column j in
the product matrix is obtained as the dot product of row ¢ of the first matrix and column j of the second
matrix, each thought of a vector in n dimensions. (This operation distributes over matrix addition and
associates with scalar multiplication, which is why we can think of it as a kind of multiplication.) For ex-
ample, multiply the 2-by-3 matrix above by the 3-by-1 matrix that is the vector (z,y, z) thought of as a
column matrix, to get a 2-by-1 matrix:

g Lre Rivel b

R

ax—l—by—i—cz}
de+ey+ fz]’

n ey

which is the vector (ax + by + cz,dx + ey + fz) thought of as a column matrix. (In a way, this is the most
fundamental thing that matrices do: they transform vectors in a homogeneous linear way.) This opera-
tion has many uses, but the reason that I'm bringing it up here is that you can use it in the multivariable
Chain Rule in Section 4.8.

Another common operation on matrices is the transpose. Although we won't really need it in this
course, there's some notation related to it that you might see even in material about vectors, so it's worth
mentioning here. This is the transpose, in which the rows and columns are swapped. The transpose of a
matrix A is denoted AT; for example,

T a d
a b c} I P
d e f ¢ f

The upper left and lower right positions are unchanged, while the lower left and upper right switch places.
When applied to vectors, this operation turns row vectors into column vectors and column vectors into

row vectors. For this reason, yet another notation for the column vector (a,b), which is really a column

matrix [¢],is [a b]'. (That way, you can write it all in one line.) Conversely, an alternative notation

for the dot product v - w of two vectors (themselves thought of as column matrices) is v ' w; here, the
transpose turns the column matrix v into a row matrix, this 1-by-n row matrix v is multiplied by the
n-by-1 column matrix w to produce a 1-by-1 matrix (with only one entry), and this is then interprted as a
scalar (its only entry). This is kind of a complicated way to think of the dot product, but some people like
to write it like that.
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2.1

2.2

2 Parametrized curves

Besides individual points and vectors, one can also consider variable points and vectors, which are the out-
puts of point- and vector-valued functions and can be interpreted geometrically as parametrized curves.

Point- and vector-valued functions

A point-valued function in R™ consists of n ordinary functions, all with the same domain. For example,
a point-valued function in R? consists of 2 functions with the same domain, say f(t) = t? and g(t) = t3.
We put these together into a single function (f, g), which takes a real-number ¢ as input and produces the
point as output:

(f,9)(t) = (f(1),9(t)) = (*,8°) = O+ *i +1%)
(in this example), where O is the origin of a coordinate system and i and j are its standard basic vectors.

A vector-valued function in R" also consists of n ordinary functions, all with the same domain. But
now we think of the output as a vector:

(f,9)(t) = (f(t),9(t) = (t*,¢°) = i + ]
(in this example). If we want to know whether one of these functions is continuous or differentiable, then
we just look at each of its components separately. For example, since the functions f and g above are con-
tinuous and differentiable everywhere, so are the point-valued functions (f, g) and the vector-valued func-
tion (f, g).

The textbook often doesn't distinguish between a point P and its position vector r = P — O. Concep-
tually, they're very different, since you can talk about points and vectors geometrically without bringing
coordinates into it, so the concepts are meaningful even if you don't pick a point and call it the origin. On
the other hand, when doing calculations, it's easy to conflate them; since the coordinates of O are all 0,
when you do the subtraction P — O to get r, you find that the components of r are exactly the same as
the coordinates of P. Still, you should always keep in mind whether a given expression really refers to a
point (a location) or to a vector (a movement).

In particular, a point-valued function can be viewed as a parametrized curve; each value of the
input ¢ (which in this context is called a parameter) gives a point, and all of these points together make
up a curve. A vector-valued function only defines a curve by interpreting each vector with reference to a
point O deemed to be the origin, but that is how the textbook insists on doing it starting in Chapter 12.
However, this isn't an issue in Chapter 10, since the textbook isn't discussing vectors there.

Velocity and acceleration

If P is a point, then the difference AP is a vector (because it's the result of subtracting two points), and
then the differential dP is an infinitesimal vector. If P is a function of some scalar quantity ¢, then dP/d¢
makes sense, because it's a vector divided by a scalar, but now it's no longer infinitesimal (unless it hap-
pens to be zero). In other words, the derivative of a point with respect to a scalar is a vector. Another way
to see this is that if F' is a point-valued function, then its derivative F’ is a vector-valued function:
PR F(t—l—h)—F(t))'
first subtract two points to get a vector, then divide by the scalar h to get another vector, and finally take
the limit of these vectors to get a vector. Of course, the derivative of a vector with respect to a scalar is
also a vector; in other words, the derivative of a vector-valued function is also a vector-valued function.
For example, if P gives the position of some object at time ¢, then P is a point, but dP/dt, the veloc-
ity of the object, is a vector. (Note that the magnitude of this vector is the object's speed.) If we write v
for dP/dt (which can also be written as dr/dt), then dv/dt is the acceleration of the object, which is also
a vector. (Physicists and mechanical engineers use the word ‘acceleration’ like this, to indicate any change
in velocity —speed or direction— over time. In everyday language, this word means something more like
d||v]|/dt, the derivative of speed with respect to time, which is the same as the scalar component of the
acceleration in the direction of the velocity. This is positive if the object is speeding up and negative if the
object is slowing down, or decelerating. Section 12.5 of the textbook discusses all of this in detail, but we
won't get into it in this course.)
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2.3 Integrating vector-valued functions

Reversing this, if you take the indefinite integral of a vector, then the result may be either a point or a
vector, because differentiating either of these yields a vector. This ambiguity is packaged into the con-
stant of integration. For example, [(2¢,3) dt = (t?,3t) + C, which is a point if C' is a point and a vector
if C'is a vector. (If C'is a vector, then you may want to call it C instead, but that is just a convention,
not a requirement.) The definite integral of a vector, however, is always a vector: fundamentally, you get
it by adding up infinitely many infinitesimal vectors (or approximate it by adding up a large number of
small vectors), and adding up vectors yields a vector; in practice, you usually calculate it by subtracting
indefinite integrals, and regardless of whether you view the indefinite integrals as points or as vectors, sub-
tracting them yields a vector. For example, both ft1:0<2t, 3) dt = (2, 3t>|i:0 = (1,3) — (0,0) = (1, 3), and
ft1:0<2t, 3) dt = (¢, 3t)|i:0 =(1,3) — (0,0) = (1, 3) give the same result. In fact, either of them could be
packaged up as

L120<2t, 3)dt = <L1:O2t dt, leog dt> = (£l_03tli_g) = (1~ 0,3 —0) = (1,3).

Putting this all together, consider the initial-value problem in which the acceleration of an object is
—32k = (0,0, —32) (which is the acceleration of a freely falling object near Earth's surface, if we use units
of feet and seconds), the object's initial velocity is (3,0,4) (so a speed of 5 ft/s eastward and upward with
a slope of 4/3), and the object's initial position is (0,0, 100) (so 100 feet above the origin on the ground).
Then you can calculate a general formula for the object's position P as a function of the elapsed time ¢ by
integrating:

Y 0.0 —32);
dt (0.0, ’

dv = (0,0, —32) dt;

L:<3,o,4> dv = L:0<o, 0, —32) d;

v — (3,0,4) = (0,0, —32t) — (0,0, —32(0));
v =(3,0,4) + (0,0, —32¢);

apP

dt

dP = (3,0,4 — 32t) dt;

apP = L:O<3, 0,4 — 32¢) dt;

= (3,0,4 — 32¢);

jP:(0,0,lOO)
P —(0,0,100) = (3t,0,4t — 16t%) — (3(0),0,4(0) — 16(0)*);
P = (3t,0,100 + 4t — 16t?).

In other words, the position after ¢ seconds is 3t feet east of the origin at a height of 100 + 4t — 16¢? feet.
In the course of solving this, I've used the semidefinite integral:

[ fyar= ::a flr)dr.

The Fundamental Theorem of Calculus allows us to calculate these integrals easily if we already know an
indefinite integral:

L:aF’(t) dt = F(t) — F(a).

This is very handy when solving initial-value problems. Since v = (3,0,4) when ¢ = 0, I was doing the
same operation to both sides of the equation in the first step in which I introduced semidefinite integrals;
similarly, the second introduction of semidefinite integrals is valid because P = (0,0, 100) when ¢t = 0. To
solve this problem using indefinite integrals instead requires two extra steps (one for each integration) to
find the constants associated with the indefinite integrals, but using semidefinite integrals avoids that.
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2.4 Standard parametrizations

The simplest curve to parametrize is a straight line. A line through the origin along a vector (a,b) can be
parametrized with

x = at,

y = bt.

If you want a ray (half-line) starting at the origin and travelling in the direction of this vector, then use
the same formulas for x and y but add the restriction ¢ > 0 for a closed ray (including the endpoint at
the origin) or ¢ > 0 for an open ray (not including that endpoint). For a line segrment running along the
length of that vector, use the restriction 0 < ¢ <1 for a closed line segment (including both endpoints) or
0 <t < 1 for an open line segment (including neither endpoint). (It's also possible to consider half-open
and half-closed line segments.) For both rays and line segments, the closed version is the usual standard,
although there are times when another version is needed instead.

If the line (or ray or line segment) doesn't go through the origin, then you'll need some point (x1,y1)
that it does go through. Then you can use

T =z + at,
y =1y1 + bt.

Again, without any restriction on ¢, this is a line; but you can restrict ¢ as above to get a ray or a line seg-
ment. Or if you have two points on the line, then you can subtract them to get the relevant vector. Then
the parametrization becomes

x =z + (22 — x1)8,

y=y1+ (y2 — )t

All of this works in any number of dimensions; the line through P; along the vector v has the parametri-
zation
P =P +tv,

and the line through P; and P is
P=P +i(P— Pl).

The same restrictions on ¢ as before will turn these into rays or line segments.
Going back to 2 dimensions, the unit circle (whose radius is 1 and whose centre is at the origin) is

usually parametrized like this:

T = cost,

y =sint.
If there are no restrictions on ¢, then you are effectively going around and around the circle forever, coun-
terclockwise (in a counterclockwise coordinate system). If you want the parametrization to be one-to-one,
so that every point on the circle is covered exactly once, then you need a restriction on ¢; the usual one is

0 <t < 2w It's even more common to use
0<t<2m;

this is almost one-to-one (since only the point (1,0) is covered twice, once when ¢ = 0 and once when ¢t =
27), and it has a compact domain (which is helpful for some things). So this restriction is the standard
one for a circle.

If the radius of the circle is r, then the parametrization becomes

T =rcost,

y =rsint.
If the circle is centred at (h, k) instead of at the origin, then the parametrization becomes

x = h+1rcost,
y=k+rsint.
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2.5

You use the same restrictions as before to make the parametrization one-to-one or almost one-to-one.
Another useful parametrization is the graph of a function f. For this, you can use z itself as the pa-
rameter:

=1,
y=f().
Since you can always call the parameter something else instead of ¢, you can even call it z:
x=ux,
y = f().

If you only want the graph of the function restricted to an interval [a, b], then place this restriction on the
parameter:
a<t<b

(or a <z < bif you are calling the parameter = instead of t). This works more generally any time you
have an equation that you can solve for y; if you get a unique solution, then this equation defines a func-
tion, and the equation y = f(z) in the parametrization above is the equation that you get when you solve
for y.

If you solve for = instead of for y, then you can say that x is some function g of y. This isn't the graph
of that function exactly, since the variables come in the wrong order, but you can still parametrize the
curve using y as the parameter:

z=g(t),

y =t.
Again, you can put a restriction on ¢ if you only want certain values of the independent variable, which is
now y.

Linear geometry

There are some formulas in Section 11.5 of the textbook that can be made simpler by doing arithmetic
with points and vectors (instead of just with vectors as the book does) or by using the 2-dimensional cross
product (instead of only the 3-dimensional cross product as the book does).

A parametric equation for the line through a point Py in the direction of a nonzero vector v is

P:P0—|—tV,

where t is the parameter and P = (z,y) or P = (z,y, z) is a point on the line. Similarly, a parametric
equation for the line through points P; and P is

P=P +t(P— P).
A nonparametric equation for the line through Py in the direction of v in 2 dimensions is
(P—Py) xv=0.
Similarly, a system of equations for the line through P, in the direction of v in 3 dimensions is
(P—PFRy) xv=0.

(The only difference is whether the zero on the right-hand side is the scalar 0 or the vector 0.)
The distance from a point S to the line through P, in the direction of v is

(s — By) x v = 1EZT XV

INgl
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2.6

Similarly, the distance from S to the line through P; and P; is

[(S = P1) x (P2 — P1)
[P — P '

An equation for the line (in 2 dimensions) or plane (in 3 dimensions) through Py and perpendicular to
a nonzero vector n is
(P — PQ) -n=0.

Finally, the distance from S to the line or plane through Py and perpendicular to n is

Derivatives and parametrized curves

If x and y are given as functions of ¢, as happens with a parametrized curve in 2 dimensions, then the for-

mulas for derivatives of y with respect to z, in terms of the derivatives of x and y with respect to ¢, ought

to fall directly out of the notation. Unfortunately, the usual notation for higher derivatives prevents this.
To see how this should work, consider the first derivative. There, the formula is

dy dy/dt

dr  dz/dt’

That is, simply divide both sides of the fraction by dt. Another even slicker way to do this would be to
reinterpret the differentials as derivatives with respect to t; that is, writing a dot above a quantity to indi-
cate differentiation with respect to t, write
dy _ 9
de &’
But If you try to do this with second derivatives, based on the usual notation for them, then you get a

formula which is wrong:
d*y , §  d?y/de?

d2? 7 @2 (dg/dt)?
(Here, I've written ‘#’ to show that ‘=" would have been wrong, but it's possible that these may happen

to be equal in certain examples.)
To get the correct formula instead, we simply need to differentiate /& using the Quotient Rule:

(d)(g) _ ddy/dt—jdi/dt i gi

dt/ \z 2 2

Dividing by & to change d/dt to d/dx, the second derivative of y with respect to x is

2 Ty — Y& Z
(dfda)’y = F2 = L -2 =
in other words, the naive formula is only the first term of a two-term expression. This formula is a little
long, but it will correctly give you the second derivative of y with respect to = using the first and second
derivatives of x and y with respect to t.

There is a symbol for the second derivative using differentials that can serve as a mnemonic for this.
To get it, we again differentiate dy/dx using the Quotient Rule, only now using the Quotient Rule for dif-
ferentials rather than the Quotient Rule for derivatives:

d<dy) _ dzd(dy) —dyd(dz) dzd’y—dyd3z
dz/ (dz)? - da? '
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Dividing by dz to turn d into d/dz, the second derivative of y with respect to x is

2 drd?y — dy d3z _ d?y dy d3%z
(d/dz)"y = da3 dz? dz dz?’

As you can see, replacing ‘d’s with dots throughout gives the formula from the previous paragraph again.

For this reason, I don't like to write d%y/da? for the second derivative of y with respect to z. Of course,
nobody wants to write the formula from the previous paragraph when they just want a symbol for the sec-
ond derivative; fortunately, you can write (d/dz)?y for that. This simply means that you apply the op-
eration d/dz (find the differential and then divide by dz, or equivalently find the derivative with respect
to ) twice to get the second derivative, which is certainly correct. You can even use this as a mnemonic
for finding this second derivative: instead of interpeting d/dx as taking the differential and then dividing
by dz, interpret it as taking the derivative with respect to ¢ and then dividing by @. This is essentially
how the textbook tells you to take the second derivative.

Finally, whether you use either (dzd2y — dyd2z)/dz? or (d/dxz)?y, either way you can perform prac-
tical caclulations by interpreting the differentials literally. You simply have to write everything in terms
of t, put dt and d?t in where they naturally appear, and find that the differentials of ¢ cancel in the final
answer. Alternatively, anticipating that the differentials of ¢ will cancel, you can ignore them, which turns
taking differentials into taking derivatives with respect to ¢ again.

I'll do Example 10.2.2 starting on page 589 of the textbook to illustrate all of these approaches. (In
that example, z = t — 2, y = ¢ — 3, and you are asked to find (d/dz)%y.) First, dz = dt — 2¢dt, or & =
dx/dt = 1 — 2t. Next, d?x = d?t — 2dt? — 2t d*t (whre I've applied the Product Rule to the second term
of dx), while # = —2. Similarly, dy = dt — 3t?dt, or § = 1 — 3t2. Next, d?y = d?t — 6t dt? — 3t> d?¢, while
ij = —6t.

Now, to find (d/dz)y = dy/dz, either directly divide (d¢ — 3t?dt)/(dt — 2t dt) and simplify this (by
cancelling factors of dt) to (1 — 3t?)/(1 — 2t), or instead divide ¢/, which again gives (1 — 3t?)/(1 — 2t).
(This is pretty much the same process, no matter how you go about it.) Then to find (d/dz)%y, one way is
to differentiate (d/dz)y (found on the previous page) with respect to = again. Either take

d(173t2) 2dt—6t dt+6t2 dt
1-2¢t (1—2t)2

de At —2tdt

and simplify by cancelling factors of dt, or take

ajan (i) o

1—2¢t (1-2t)7 |
T 1-2t 7
either way, you get
2 — 6t + 6t2
d/dz 2y =—
(@/d)'y = =

This is essentially how the textbook does this problem.
Alternatively, using the formula

) drd?y — dyd?z
(d/d2)"y = ——F5—,

we immediately get

(dt — 2t dt)(d?t — 6t dt? — 3t2 d?t) — (dt — 3t% dt)(d*t — 2dt? — 2t d?t)
(dt — 2t dt)®

7
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2.7

2.8

which simplifies drastically to the same answer as above. (Notice that there is no need to work out dy/dz
first!) Or using

(d/da)?y = L2

3

you immediately get
(1 —2t)(—6t) — (1 — 3t?)(-2)

(1—2t)°

)

which simplifies (somewhat less drastically) to the same answer once again. I prefer this last method,
which gets the answer in one step after the preliminary calculations and doesn't require quite as much al-
gebra to simplify as the corresponding method using differentials.

Arclength

When finding the length of a curve by integration, you are ultimately integrating an expression such as
v/dz2 + dy2. This particular expression applies in 2 dimensions; in words, it is the principal square root
of the sum of the square of the differential of x and the square of the differential of . An expression like
this, containing differentials, is called a differential form; the textbook mentions differential forms briefly
in Section 15.3, but they are really all over the place in multivariable Calculus, sometimes hidden just un-
der the surface, sometimes out in the open without being acknowledged. I'll try to point them out when-
ever they appear.

This particular differential form is called the arclength element and is traditionally written ds (al-
though that notation is misleading for reasons that I will return to on pages 50&51). A simpler way to
think of ds, which works in any number of dimensions, is as ||dP||, the magnitude of the differential of the
position P. Remember that dP is a vector when P is a point, so it has a magnitude; in fact, dP is the
same as dr (where r = P — O), so you can also think of ds as ||dr||, the magnitude of the differential of the
position vector r. In 2 dimensions, where P = (z,y) and r = (z,y), dr = dP = (dz, dy), whose magnitude
is the arclength element that I wrote down in the previous paragraph. In 3 dimensions, dP = (dx,dy, dz),
whose magnitude is ds = y/dx? + dy? + dz2.

When working with a parametrized curve, every variable (z and y, and z if it exists, whether individ-
ually or combined into P or r) is given as a function of some parameter ¢. By differentiating these, their
differentials come to be expressed using ¢ and d¢. The absolute value |d¢| will naturally appear in the inte-
grand; but if you set up the integral so that ¢ is increasing, then dt is positive, so |d¢| = d¢. Then you can
write ||dP|| as ||v|| |d¢| = ||v|| d¢, where v = dP/dt = dr/dt is the velocity, as given in the textbook. More

explicitly, this is
dz\? <dy)2
ds = — — ) dt
° \/( dt) MANT

(in 2 dimensions), which is also given in the textbook. But while you might integrate this in practice to
perform a specific calculation, you are most fundamentally integrating a differential form in which ¢ does
not appear. This is why the result ultimately does not depend on how you parametrize the curve. (In
Chapter 5, I'll discuss what it means, in general, to integrate a differential form along a curve, including
why and to what extent this is independent of any parametrization.)

Polar coordinates

In addition to the usual rectangular coordinates, there are other ways to represent points in R? or R? as
pairs or triples of real numbers. Polar coordinates are a widely used example.

Polar coordinates represent vectors more directly than points, so perhaps we should speak first of po-
lar components. Polar components are based on lengths and angles. We've dealt before with lengths of
vectors and angles between them, but now I'll need an angle for a single vector in 2 dimensions, called
the phase of the vector. Just as a vector's length (or magnitude) is relative to the standard basis vector
i (or j), its phase will be the angle relative to i; actually, j matters too, because it's a signed angle in the
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direction of j. That is, if the vector is in the same direction as i, then its phase is 0; if it's in the same di-
rection as j, then its phase is 7/2; and so on. Turning from i towards j (which is usually oriented to be
counterclockwise) is a positive phase; turning the other direction is a negative phase.

Explicitly, given a vector v = (a, b), the phase Zv of v is the signed angle from i to v described on
page 15 in Section 1.11, which is Z(i,v) in the notation of that paragraph. This means that its sine sat-
isfies the equation i x v = ||i|| ||v]| sin £Zv = ||v||sin £v (since ||i]| = 1). Of course, its cosine satisfies the
equation i-v = ||i| ||[v]| cos £v = ||v|| cos Zv. This makes it easy to recover the usual rectangular compo-
nents from the magnitude and phase, since i x {(a,b) = b and i- {(a,b) = a. Thus,

v = (|lv][ cos £v, v sin £Zv).

Actually, we can generalize this a bit; if 7 and € are any real numbers such that v = (r cosd,rsin ), then
we say that  and @ (in that order) are polar components of v. In this case, r = ||v|| if » > 0, but you
can also have r = — ||v]| if » < 0. And 8 can be any angle such that v = (cos8,sin6) (so that 6 is Zv +
27k for some integer k) if > 0, but ¥ = (— cosf, —sin6) (so that 0 is £Lv + 7 + 27k for some k) if r < 0.
It's important that polar components are not unique; if you are choosing r and 6, then you can impose

a convenient restriction, such as r > 0 (which is almost always imposed when possible) and 0 < 0 < 27
(which is often imposed but less often) or —m < 6 < 7w (which is also fairly common). However, if you are
given r and 6, then none of these restrictions is guaranteed to hold. Finally, if v is the zero vector 0 =
(0,0), then you can only have r = 0, but now 8 can be anything at all!

To describe a vector using its polar components, there are various techniques. Sometimes people sim-
ply write (r, 6) and make a note somewhere that this is polar instead of rectangular; this works if you al-
ways use polar components, but otherwise it's confusing, so I will never do this. Sometimes people write
(r; 0) instead; the semicolon is supposed to indicate polar components. You should not write ri + 6j; if
you want to write it out using operations on the standard basis vectors, then it has to be rcos8i+ rsinfj
or r(cosfi—+sinfj). Another method is to write Z6 for (cosf,sinf) = cosf1i+ sin @ j; then you can write
r /0 for the vector. This is probably the slickest method, but you need to be careful with it, since the op-
erator Z in /0, where 6 is a scalar, is more or less inverse to the operator Z in Zv, where v is a vector.
(Specifically, ZZv = ¥, while £//0 =0 if —w < 6 < 7, and more generally £//0 = 6 + 2xk, where k the in-
teger such that k& < ”2—;0 < k+ 1. These are not formulas that you're likely to ever need; just keep in mind

the two inverse meanings of £.)

Once you understand polar components of vectors, polar coordinates of points are straightforward.
In rectangular coordinates, the point (x,y) is the origin O plus the vector (x,y), so now we just write
this vector in polar components. That is, r and € (in that order) are polar coordinates of a point P if
P =0+r/Z0. Instead of O+ r £6, it's more common to write (r;6) (with a semicolon again); or even just
(r,0) (with a note that these are polar coordinates). More explicitly, if P = (z,y), then the requirement
for r and 6 is

x =rcosb,

y =rsind,

Any numbers r and 6 that satisfy these two equations give polar coordinates for the point (z,y). (If you
don't learn anything else in this section, learn these two equations.)

Given r and 6, it's easy to calculate x and y, as above. Going back is trickier. If you square the equa-
tions and add them together (using cos® 6 + sin?# = 1 to simplify), then you get 2 + y?> = 2. If you're
choosing r, then you can insist on r > 0, and then r = /22 + y2. If you go back to the original two equa-
tions and divide the second by the first, then you get y/z = tan @ (at least if x # 0), so if you impose —7/2 <
6 < /2, then § = atan (y/x). However, you cannot impose both of these requirements! (For example, if
(z,y) = (—1,0), then y/2? + y? = 1 and atan (y/z) = 0, but (1cos0,1sin0) = (1,0), not (—1,0). This
problem will come up whenever 2 < 0.) So while these equations for r and 6 are both well known and each
of them is valid on its own, you can't use both of them at once. A compatible system of restrictions, prob-
ably the one most commonly used, is to keep r > 0 but combine it with 0 < 6 < 27. Sometimes people
will also require § = 0 if » = 0, just to make the solution unique. Then you can still use

= VETP,
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2.9

but now 6 is a little more complicated:

acos (z/r) fory >0, r >0,
0= < 2r —acos(z/r) fory <0, r>0,
0 for r = 0.

Sometimes it's easier to find # using trial and error. Just remember that you can make these formulas true
if you want to, as long as you are given x and y and are choosing which r and 6 to use with them; but you
don't need to use them, and you can’t assume them if you're given r and 6 by someone else.

Parametrized curves in polar coordinates

It's very common to describe a parametrized curve by giving r as a function of §. That is, 6 is the param-
eter, and you have a function f such that x = f(0)cosf and y = f(0)sinf. As a parametrized curve often
comes with a restriction on the parameter, so this often comes with the restriction that 0 < 6 < 27; even
more common is 0 < 6 < 27 (so that the domain of the parametrization will be compact). However, the
restriction may be different, or they may be no restriction. This is one situation where you cannot assume
that » > 0! If the function f always takes nonnegative values, fine, but if it may take negative values, then
you need to accept that.

Although these work like any other parametrized curve, it's also possible to develop specific formulas
for this situation. These are based on dz = cosfdr — rsinddf = f/(0) cos0df — f(0)sinfddf and dy =
sinfdr 4+ rcosdf = f/'(6) sinfdf + f(0) cos§ db. Dividing these and cancelling d,

dy  f'(0)sinf + f(0) cos®
dz ~ f/(f)cos — f(0)sind"

A particularly important case of this is when r = 0; then substituting zero for f(#) and cancelling f/(0),

dy =tané.
dz =0

This result can be helpful just for graphing. Another fact useful for graphing, at least when there are
no restrictions on 6, is that because extreme values of y can happen only when dy is zero or undefined, the
highest and lowest points on the graph can only occur when f/(6)sin6 + f(6) cos € is zero or undefined;
similarly, the leftmost and rightmost points can only occur when f/(0) cosf — f(6)sin 6 is zero or unde-
fined.

The arclength element is

ds = /dz? + dy? = \/dr2 +r2d62 = \/ f(0)> + £(6) |d6),

where sin?  + cos? @ = 1 is used to simplify the formula. Therefore, the length of the curve given in polar
coordinates by r = f(6) and a <0 < S is

[ RECENR T

as long as a < 8 and f is differentiable on [a, A].
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2.10 Polar coordinates in higher dimensions

The simplest way to use polar coordinates in 3 (or more) dimensions is to replace z and y with r and 6,
then keep z (and any other rectangular coordinates in higher dimensions). This is called cylindrical co-
ordinates. So the equations for cylindrical coordinates are

x =rcosb,
y =rsind,
z=z;

notice that z does double duty as both a rectangular coordinate and a cylindrical coordinate. If v = (z,y, 2),
then we can write v = r £6 + zk, where Z0 = cosf#1i + sin 6 j as before, only now this is intepreted in 3 di-
mensions as Z60 = {cos#,sin,0). Similarly, if P = (z,y, 2), then P = O + r Z0 + zk.

Note that r here is not the magnitude of the vector (x,y, z) (unles z = 0). Another way to use polar
coordinates in higher dimensions is to use this magnitude, which we call p (at least in 3 dimensions), and
more angles. Specifically, switch from (z,r) to (p, ®) in exactly the same way that polar coordinates switch
from (x,y) to (r,0). That is, z = pcos ¢, and r = psin ¢. These are called spherical coordinates, with
this final set of equations:

T = psin¢cosh,
y = psin¢sinb,
z = pcos .

As with ordinary polar coordinates, you can impose the restriction that p > 0; if you also have r > 0, then
you can impose 0 < ¢ < 7, which is especially convenient. In particular, you can calculate p and ¢ with

p=Vr?+ 22

¢ = acos (z/p) for p > 0;

the only special case is when p = 0 (in which case ¢ could be anything, although the usual default is ¢ =0
when p = 0). But again, if you are given spherical coordinates from someone else, then you can't assume
that they follow these restrictions! That said, p > 0 and 0 < ¢ < 7w are imposed extremely often.

While I'm on the subject, I should also warn you that different disciplines and different countries use
different standard symbols for the polar coordinates. It's very common for ¢ and 6 to be swapped com-
pletely (including using only ¢ in 2 dimensions), and r and p are also usually swapped, at least in 3 di-
mensions. It's pretty much only North American mathematicians who use the symbols as they are used
in our textbook and as I have used them here. So watch out for this if you go to Europe or take a physics
class!
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3 Functions of several variables

While a parametrized curve is given by a point-valued function, that is a function that takes a scalar (a
number) as input and gives a point as output, the main object of study in this class is the reverse: a func-
tion that takes a point as input and gives a number as output. Since a point is given by a list of numbers
(its coordinates), a function of this sort can also be viewed as taking a list of numbers as input; for this
reason, we call it a function of several variables (the variables in question being those that stand for
the input numbers).

3.1 The hierarchy of functions and relations

There are many different types of mathematical objects that we could study in this class. Some of them
are relation-like objects:

truth values,

sets,

relations,

ternary relations,
quaternary relations,
etc;

some of them are function-like objects:

constants,
functions,

binary functions,
ternary functions,
etc.

As you go along these lists, both the number of variables and the number of dimensions needed for graph-
ing increase, as in the following diagram:

truth values

T

zero dimensions constants
sets no variables
one dimension functions
relations one variable
two dimensions binary functions
/ \
ternary relations two variables
/ \
three dimensions ternary functions
/ \
quaternary relations three variables

A truth value is either true or false; any statement with no variables in it, such as the statement
that 0 < 2, should evaluate to true or false (in this case, true). To indicate that you are talking about the
truth value of this statement, rather than asserting the statement itself, you can put curly braces around
it (although there are several other notations used for this); for example, {0 < 2} is the truth value that
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0 is less than 2, which is the true truth value rather than the false one. The graph of the true truth val-
ue is a solid dot, while the graph of the false truth value is a hollow circle; either way, this takes zero di-
mensions. You can also use a variable to give a name to a truth value, so maybe p stands for {0 < 2}; we
won't need to do that in this course, but you'll do it constantly if you take a course on Logic.

A constant is, in this class, a real number, such as —2. Any expression with no variables should eval-
uate to a constant (possibly undefined), and we use one dimension to graph a constant on a number line.
Again, you can use a variable to stand for a constant, so maybe a stands for —2; in other words, a = —2.

A set is, in the simplest case, a set of real numbers. A statement with one variable defines a set, such
as {z | z < 2}, the set of real numbers that are less than 2. We again use one dimension to graph a set. If
A stands for the set {z | x < 2}, then these two statements mean the same thing:

e z € A, usually pronounced ‘z in A’;
o <2

The first of these says that = belongs to the set A, while the second uses the definition of A to say precise-
ly what that means about z.

A function, or unary function for emphasis, is a rule for taking a number (the input) and using it to
calculate a number (the output). An example is (x — x — 2), the rule which subtracts 2 from any num-
ber. To graph a function, we need two dimensions, one for the input and one for the output. If f stands
for the function (x — x —2), then these two expressions mean the same thing:

e f(z), usually pronounced ‘f of 2’;

o x —2.
The first of these is the value of the function f at the argument x, while the second uses the definition of
f to say precisely what that means in terms of x.

A relation, or binary relation for emphasis, is a set of ordered pairs instead of a set of individual
numbers. An example is {z,y | z + y < 2}. We again use two dimensions to graph a relation. If R stands
for the relation {z,y |  + y < 2}, then these two statements mean the same thing:

o (z,y) € R

o vy <2
The first of these says that x and y are related by the relation R, while the second uses the definition of R
to say precisely what that means in terms of = and y.

A binary function, or function of two variables, is a rule for taking an ordered pair of two inputs
and using it to calculate an output. An example is (x,y — 2+ y — 2), the rule which subtracts 2 from
the sum of the two inputs. To graph a binary function, we need three dimensions, two for the inputs and
one for the output. If g stands for the function (z,y — x + y — 2), then these two expressions mean the
same thing:

* g(z,y);
o x+y—2.

A ternary relation, or relation between three variables, is a set of ordered triples instead of a set of
ordered pairs. An example is {z,y,z | * + y + 2z < 2}. We again use three dimensions to graph a ternary
relation.

A ternary function, or function of three variables, is a rule for taking an ordered triple of three in-
puts and using it to calculate an output. An example is (z,y,z — x4y + z — 2), the rule which sub-
tracts 2 from the sum of the three inputs. To graph a ternary function, we need four dimensions, three for
the inputs and one for the output.

A quaternary relation, or relation between four variables, is a set of ordered quadruples. An exam-
ple is {x1,xo, 3,24 | T1 + 22 + x3 + x4 < 2}. We again use four dimensions to graph a quaternary rela-
tion.

We can continue with quaternary functions, quinary functions, etc, which are functions of four or
more variables; and we can continue with quinary relations, senary relations, etc, which are relations be-
tween five or more variables. (But around this point, most people stop using the ‘-ary’ terms, because few
people can remember them.)
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3.2

There are various relationships between these different kinds of objects:

e The domain of a function of n variables is a relation between n variables (the same n variables); giv-
en values of these variables, those values are related by the domain (or equivalently, the point whose
coordinates are those values belongs to the domain) if and only if the function is defined at those val-
ues.

e The range of a function of any number of variables is a set (a relation with 1 variable, the output);
given a value of that variable (a number), that number belongs to the range if and only if there is
some point in the domain where the value of the function is that number.

e The graph of a function of n variables is the graph of a relation between n 4 1 variables (the n input
variables plus the 1 output variable), which contains all of the information in the function:

grf={x1,...zn,c| f(z1,...,20) = c}.

For example, a binary function (a function of 2 variables) has a relation (a binary relation, a relation be-
tween 2 variables) as its domain, a set (a unary relation, a relation with 1 variable) as its range, and a
ternary relation (a relation between 3 variables) as its graph. In particular, if f(a,b) = ¢, then (a,b) €
dom f (where dom f is the domain of f), ¢ € ran f (where ran f is the range of f), and (a,b,c) € gr f (where
gr f is the relation whose graph is the same as the graph of f). Conversely, if (a,b,c) € gr f, then f(a,b) =
¢, so the ternary relation gr f contains all of the information in the binary function f.

Definitions for functions of several variables

In order to form precise definitions of various concepts related to functions of several variables, it's handy
to piggyback on the definitions for functions of one variable. This is not the way that the book writes its
definitions, but it's the way that I prefer.

Recall that a parametrized curve, or point-valued function, takes a number to a point (in however
many dimensions we're dealing with, typically 2 or 3 dimensions). That is, if C' is a parametrized curve
and ¢ is a real number, then C(t) is a point P = (z,y), P = (x,y, ), etc. Meanwhile, a function of several
variables (however many variables we're dealing with, typically 2 or 3 variables) takes a point to a num-
ber; that is, if f is a function of 2 or 3 variables and P = (x,y) or P = (z,y, 2) is a point in 2 or 3 dimen-
sions, then f(P) = f(z,y) or f(P) = f(z,y,2) is a real number c. If we combine these by composition of
functions, then f o C' is an ordinary function; that is, if ¢ is a real number, then so is (f o C')(¥):

(foO)t)=f(C(t)) = f(P)=c.

From one-variable Calculus, you should know how to define various concepts (continuity, limits, dif-
ferentiability, derivatives, differentials) for ordinary functions. It's easy to extend these concepts to vector-
and point-valued functions (parametrized curves), since these simply consist of several ordinary functions
(the coordinates or components). So to define these concepts for functions of several variables, we typical-
ly use a formula like this:

If f o C has a certain property whenever C' does, no matter what C might be (as long as it has
the property), then that's what it means for f to have that property.

This formula doesn't always work perfectly; for one thing, we often want to say more than just a Yes/
No property, and it may not be obvious what matters about C' or how to extract the appropriate informa-
tion from the composites. Besides that, even when this formula would make perfect sense, sometimes some
of the nice theorems that we would expect aren't always true, which means that we should look for a mod-
ifed definition that makes the theorems work. (That's what mathematicians really want from a definition;
they're not handed down from on high but developed for the purpose of getting correct results.) Neverthe-
less, all of the definitions here will be based on something like this formula.
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3.3

3.4

Continuity

Continuity follows the general formula precisely. A function f of several variables is continuous if, when-
ever C' is a continuous parametrized curve, the composite f o C' is a continuous function. (It wouldn't be
fair to expect f o C to be continuous unless C' is continuous as well as f, but if both C' and f are continu-
ous, then their composite ought to be as well.)

Sometimes we want to look at continuity in more detail; in general, to say that a function is contin-
uous really means that it's continuous at every number in its domain. So for a function of several vari-
ables, we want to talk about continuity at particular points in its domain. A function f is continuous
at a point Py in the domain of f if, whenever C' is a parametrized curve and ¢y is a number such that
C(tp) = Py and C is continuous at tg, then f o C is also continuous at tg. Again, it wouldn't be fair to de-
mand more than this if we're only asking f to be continuous at Fp.

An equivalent definition is to say that f is continuous at Py if f is defined at Py and, for every posi-
tive number ¢, there is some positive number § such that, whenever |P — Py|| < ¢ and f is defined at P,
then | f(P) — f(Po)| < e. This is essentially how it is defined in the textbook. However, this e-0 stuff is
rather less fun to work with. (Ultimately, you have to say something like this some time, but I prefer to
say it once, when giving the first definition in one-variable Calculus, and then never again.)

Any function with a formula that is built out of the coordinate variables using only the usual opera-
tions is continuous wherever it is defined. (To be definite, the usual operations are addition, subtraction,
multiplication, division, taking opposites, taking reciprocals, taking absolute values, raising to powers with
constant exponents and/or positive bases, extracting roots with constant indexes and/or positive radi-
cands, logarithms, the six trigonometric operations, and the six inverse trigonometric operations. Some
notable operations not on this list are piecewise definitions and powers where the exponent varies and the
base may be zero or negative.)

To prove this, you use the continuity of each component of a continuous parameterized curve and the
one-variable theorem that any function built out of continuous functions using these operations is contin-
uous. For example, if f and g are continuous at Py and I want to prove that f + g is continuous at P,
consider a parametrized curve C' and a number ¢, such that C(ty) = Py and C' is continuous at to; by defi-
nition, f + g is continuous at Py if, for each such C and tg, (f + g) o C is continuous at ty. Since f is con-
tinuous at Py, this means (by definition) that f o C' is continuous at to; similarly, since g is continuous at
Py, this means that g o C is continuous at ty. By a theorem in one-variable Calculus, since foC and go C
are both continuous at tg, so is their sum (f o C) + (go C). But (f o C) + (g o C) is the same function as
(f + g) o C, since they do the same thing to any input ¢:

(feC)+(goC))(t) = (foO)t)+ (g0 C)(t) = F(C(t)) +9(C(1));
(f+9)0C)(t) = (f+9)(Ct) = F(Ct) +9(C(1)).

Therefore, (f 4+ g) o C is continuous at to. Since this argument works for any relevant C' and t¢, this proves
that f + g is continuous at Py, as desired. (Similar arguments work for all of the other operations.)

Limits
To keep things simple, we'll only look at finite limits approaching a finite value; none of our limits will in-
volve infinity in any role. (Things will become more complicated in another way shortly!)

There is a technicality about limits that's often ignored in one-variable Calculus, which is that the ex-
pression whose limit you're taking must be defined at numbers arbitrarily close to the number that the
variable is approaching. It's often treated as a big deal that the function doesn't have to be defined at
that number precisely, which is certainly true and important, but it still has to be defined near that num-
ber. For example (and assuming that we're only working with real numbers), you can't talk about the lim-
it of \/t as t — —1, because ¢ can't get very close to —1 while /¢ is defined. On the other hand, it's fine
to talk about the limit as t — 0, because even though v/ is undefined when ¢ < 0, still v/# is defined when

t > 0, which allows ¢ to get arbitrarily close to 0. (But on the other other hand, you can't talk about the
limit as ¢t — 07, because now this requires ¢ < 0, which leaves v/¢ undefined again.)
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A number tg is a limit point of a set D if it makes sense to talk about a function defined on D as
having a limit approaching ¢, in other words if there exists a function whose domain is D (a constant
function will do) that has a limit approaching to. (The term ‘limit point’ is traditional even in 1 dimen-
sion, even though I would normally call ¢y a number rather than a point.) This is equivalent to saying
that there are numbers in D (other than possibly ¢ itself) that are arbitrarily close to ¢g, in other words
if, given any positive distance § > 0, there is at least some number ¢ in the set D such that 0 < |t — o] < 4.
(But I prefer to think of the definition that has no § or € in it.)

Keeping this technicality in mind, the limit approaching a point Py of a function f of several vari-
ables (which in symbols we can write as

P11—>H11:’0 f(P),

that is

lim x,
ol f (z,y)

in 2 dimensions or
lim T,Y, 2
i f(z,y,2)
in 3 dimensions) is the unique number L (if this exists) such that, whenever C is a parametrized curve and
to is a number, if C(t) = Py when and only when ¢ = ¢y, and if C is continuous at ¢y, and if ¢y is a limit
point of the domain of f o C, then L is the limit of f o C' approaching ¢y. In other words (ignoring the fine
print),
1i P)=1L
A, [ (P)
if
lim f(C(t)) =L

t—to

whenever
tligflo C(f) = PQ.

The point of all of that is this: the limit of one of these composites is basically the limit of the func-
tion along a particular curve. If the function is undefined along the curve, then we don't expect its limit
to exist, and this is what the clause about limit points takes care of. We also don't want to worry about
f(Py) itself, since f might not be continuous at Py, which is why C(t) is not allowed to be Py except when
t = to. So we're only looking at certain curves that are appropriate to the problem. Then, in order for the
limit to exist overall, the limit must exist along each appropriate curve and be the same along all of them.

If for any appropriate curve, there is no limit along that curve, then the limit overall does not ex-
ist. Besides that, if there are two appropriate curves such that the limits along them are different, then
again the limit does not exist overall. It is in this way that one generally proves that a limit does not ex-
ist, when it doesn't. When the limit does exist, however, then you usually need to find a general argument
to show that it does and what it is, because you can't actually check every individual curve. Fortunately,
we have a theorem that

A, [(P) = f(Fo)
whenever f is continuous at Py and Py is a limit point of dom f, as in one-variable Calculus.

One often talks about limits with restrictions on the manner of approaching the point. For example,
instead of saying (x,y) approaches (2,3), we might say that (z,y) approaches (2,3) while © # y. (An ana-
logue in one-variable Calculus is, for example, ¢ — 07; that is, ¢ — 0 while ¢ < 0.) Technically, this is han-
dled by modifying the function so that it is defined only when the given restriction is met (so in this ex-
ample, the function would be undefined when = = y). That is,

<m,yg§2,3) flz,y) = <m,y%bm(2,3) (f(z,y) for z # y),

where by ‘f(z,y) for  # ¢’ I mean f(z,y) if © # y but something undefined if x = y.
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3.5

3.6

Differentiability

The way that differentiability fits in with composition of functions is the chain rule

(fog) ()= Ff(9(t)d'(®).

Following the general principle, we replace g with a parametrized curve C, and the values of the deriva-
tives of this (replacing ¢’(¢)) are vectors. However, the composite is an ordinary function, so the derivative
of f should multiply by a vector to get a scalar. The general way to do this is to multiply a vector by a
vector with the dot product, so the derivative of a function of several variables should also be a vector.
(Since we want this concept to make sense even when lengths and angles don't apply, this vector is going
to have to be a row vector; see Section 1.8 on pages 11&12.) There are actually several sorts of derivatives
in higher dimensions, and we'll come back to this subject in Chapter 4; but the one which is a vector will
provide the definition of differentiability.

So, we say that the function f is differentiable at some point P if there exists a (row) vector v such
that, whenever C' is a parametrized curve and to is a number such that C(tg) = Py and C is differentiable
at to, then f o C is also differentiable at ¢y and furthermore (f o C) (to) = v - C'(to). If f is differentiable
at every point P in its domain, then f is simply differentiable.

This vector v is called the gradient of f at Py and may be written as V f(FP) (although f/(FPy) would
make a lot of sense), so the basic rule is

(foO)(t)=VI(CHt)-C'(t).

Higher differentiability

Where a function f is differentiable, the components of its gradients define some more functions, called
the partial derivatives of f. (We will do more with these partial derivatives in Chapter 4.) Wherever
the partial derivatives are themselves continuous, the original function is continuously differentiable.
Where the partial derivatives are themselves differentiable, the original function is twice differentiable.
Where the partial derivatives are continuously differentiable, the original function is twice continuously
differentiable. Etc etc etc. (As in one-variable Calculus, there is a theorem that a differentiable function
must be continuous, so a twice-differentiable function must be continuously differentiable, etc.)

Where this goes on forever, the function is infinitely differentiable: it is differentiable, its partial
derivatives are differentiable, their partial derivatives are differentiable, etc. Any function built out of the
usual operations is infinitely differentiable except at certain exceptional places where a derivative fails to
exist, such as when taking the absolute value or square root of zero. But to prove this, it's best to look at
how to calculate the derivatives, which I'll get to next.

Page 34 of 79



4.1

4.2

4 Differentiation and differential forms

Differential forms are, broadly speaking, expressions that may have differentials in them. They have many
uses in modern science and engineering, even though they are not traditionally covered explicitly in math
class. They are covered somewhat, however, and they are there whenever you differentiate or integrate,
even if you don't recognize them. They are especially prominent in multivariable Calculus, and I want to
bring them to your attention; you'll find that symbols that otherwise seem meaningless or merely mnemon-
ic can be understood literally (sometimes with slight changes) as differential forms.

Examples

The most basic examples of differential forms are differentials such as dx and dy. In general, if v is any
quantity that might change, then du is intended to be a related quantity whose value is an infinitely small
change in u, or rather the amount by which the value of u changes when an infinitely small (or arbitrarily
small) change is made. (I will make this precise in Section 4.6 on pages 39&40.)

Besides the differentials themselves, differential forms can be constructed by applying arithmetic oper-
ations, so dz + dy, dz dy, and v/dz are all differential forms. In all of these expressions, we adopt an order
of operations in which the differential operator d is applied before any arithmetic operator; for example,
dz? means (dz)?, not d(z2) (which is du when u = 2% and turns out to equal 2z dz). Additionally, we can
include ordinary quantities in these expressions, so x + dr, 3dz + 2% dy + e dz, and zIn (y/dz) are also
differential forms. We can also use differentials of differentials, such as d?z (which means d(dx), the dif-
ferential of dx), although we won't need such higher-order differentials in this course. Besides all of this,
any ordinary expression counts as a differential form in a degenerate way; thus, =, y2, and 2zy> are also
differential forms (of order zero).

Some differential forms are more useful than others. Of those listed above, besides the differentials
themselves and the ones of order 0 (the ordinary quantities with no differentials at all), the ones most
likely to appear in a real problem are dz + dy and 3dz + 22 dy + e¥ dz. These consist of any number of
terms, each of which is the product of an ordinary quantity (possibly the constant 1) and the differential
of an ordinary quantity. Differential forms with this property are most commonly found in practice. We
will use other differential forms, such as 3z |dy| and /dz? + dy?; however, you might be able to see how
even these forms are differential of degree 1 in a sense similar to the degree of a polynomial.

All of the examples so far are differential forms of rank 1; there are also differential forms of higher
rank, such as dx A dy, which are written using a new operation, the wedge product. We will not use these
until later, starting in Chapter 6; this chapter note is only about differential forms of rank 1, or 1-forms
for short. (Ordinary quantities count as rank 0, or 0-forms.)

Evaluating differential forms

In this class, we generally assume that any ordinary quantity (that is any 0-form) is a function of 2 or 3
ordinary variables, P = (z,y) or P = (x,y, z). Thus, we evaluate 0-forms by specifying specific values for
the variables that comprise P. For example, to evaluate u = 22 + xy when = = 2 and y = 3, we may write

ulp_ 2z = @ + )l (0 )@z = (27 + (2)(3) = 10.

To evaluate a differential 1-form, however, we need not only a point (a value of P) but also a vector
(a value of dP = (dz,dy) or dP = (dz,dy,dz)). So for example, to evaluate o = 3dz + 2% dy + e dz when
r=2,y=3,z=4,dr =0.05, dy = —0.01, and dz = 0, we may write

Oé| P=(2,3,4), = (3 dx + ZE2 dy + e d2)| (z,y,2)=(2,3,4),
dP=(0.05,—0.01,0) (dz,dy,dz)=(0.05,—0.01,0)

= 3(0.05) + (2)*(—0.01) + ¢ (0) = 0.11.
(Differential forms are often denoted with Greek letters such as ‘a’, although they don't have to be.) We

say that « has been evaluated at the point P = (2,3,4) along the vector dP = (0.05,—0.01,0). (The com-
ponents of dP don't need to have small absolute values as in this example, since the definition makes sense
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4.3

in any case, but in applications that's usually what matters; after all, dP is supposed to be a small change
in position.)

(To evaluate higher-order differential forms (those that involve higher-order differentials), we need to
specify additional vectors such as d2P = (d%x, d%y, d22), etc. However, we won't need that level of general-
ity in this course.)

Differential forms as vectors

A differential form o = M da + N dy + O dz may be viewed as a dot product a = (M, N, O) - (dz, dy,dz) =
V - dP. For example, if « = 3dz + 22 dy + e dz, then o = (3,22, eY) - dP; conversely, if V = (3,22, e¥),
then

V.-dP = (3,22 ¢Y) - (dz,dy,dz) = 3dx + 2> dy + e dz.

(We can recover V from « formally by evaluating o when dP is (i,j) or (i,j, k), but there's probably no
need to think about that explicitly.)

Even in circumstances where it makes no sense to interpret a change in the values of (z,vy, 2) as a vec-
tor in the geometric sense (with length and direction), in which case dot products involving them general-
ly have no meaning, it is traditional to write differential forms in this way and to focus on V rather than
on « as the object of study. In this case, we need to think of V as a row vector. Regardless of whether V
has geometric significance as a vector, it can be helpful to visualize it as one.

When calculations with a row vector need to be performed, ultimately it is the differential form o =
V - dP that matters. It's more common to see V - dr, where as usual the vector r = P — O (where O is
(0,0) or (0,0,0)) satisfies dr = dP. Sometimes V - dr is even regarded as merely a mnemonic notation (es-
pecially in the context of defining integrals such as those in Section 15.2 of the textbook), but it can be
taken literally, just as dy/dz (which is also sometimes regarded as merely mnemonic) can be taken literal-
ly as the result of a division of differentials. In any case, people do write V - dr (even in the textbook), so
it can be nice to know what it means!

In the textbook, they also sometimes write dr = T ds, where ds (which is not really the differential
of anything in space as a whole) is the magnitude ds = |dr| and T = dr, the unit vector in the direction
of dr. This is sometimes useful when thinking about things geometrically, but it's not necessary for pur-
poses of calculation. In 2 dimensions, we can also take cross products (using the rule (a,b) x {(c¢,d) = ad —
be); for example, if V = (3, 22), then

V xdr = (3,2%) x (dz,dy) = 3dy — 2* da.

(This requires that changes in = and y make sense as having a geometric length even when V is regard-
ed as merely a row vector, so it doesn't come up as often.) If you use x{c,d) = (d, —c), so that u x v =
u - xv, then you can write V x dﬁ V - xdr; the book sometimes writes this as V - nds, where ds =
|xdr| = |dr| again, and now n = xdr = X T is the direction perpendicular and clockwise from dr. Again,
sometimes n and ds are useful when thinking about the geometry, but you don't need them for doing cal-
culations.

This is all especially common when V is the output of a vector field, that is a vector-valued function
of several variables. For example, if F(x,y) = (3,22), then

F(z,y)-dr = (3,27) - (dz,dy) = 3dz + 2* dy,

and
F(z,y) x dr = (3,2%) x (dz,dy) = 3dy — 2% da.

So in Section 15.2 of the textbook, which is really about integrating differential 1-forms along curves, the
book spends most of its time talking about integrating vector fields along curves (and occasionally in-
tegrating them across curves in 2 dimensions). What's really going on is that you integrate the vector
field F by integrating one of the two differential forms above (usually the first one). But even if you're not
doing integrals (which we will not be doing for a while), the relationship between vector fields and differ-
ential forms is helpful for geometric visualization.
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4.4 Differentials and the rules of differentiation

In one-variable Calculus, one sometimes sees the Chain Rule expressed as

dy _dy du
dz  du dz’

but the Chain Rule is a nontrivial fact that cannot be proved by simply cancelling factors. I prefer to
state the Chain Rule as

d(F(u) = £'(u) du.

the point is that the same function f’ appears regardless of which argument u we use.
Even this is more abstract than how the Chain Rule is applied. For example, suppose that you have
discovered (say from the definition as a limit) that the derivative of f(z) =sinz is f'(z) = cosz. Since

d(f(x))
d

f'(z) may be defined as , this derivative can be expressed in differential form without even both-

ering to name the functions involved:
d(sinz) = cosz dx.

Once you know this, you know something even more general:
d(sinu) = cosudu

for any other differentiable quantity u; the Chain Rule is the power to derive this equation from the previ-
ous one. Thus, using u = 2?2 (to continue the example),

d(sin (2%)) = cos (2°) d(2?) = cos (z?)(2z dz) = 2z cos (z*) d.

You may now divide both sides of this equation by dx if you wish, but the basic calculation involves only
rules for differentials.

For the record, here are the rules for differentiation that you should already know, expressed using
differentials:

The Constant Rule: d(K) = 0 if K is constant.

The Sum Rule: d(u+ v) = du + dv.

The Translate Rule: d(u + C) = du if C is constant.
The Difference Rule: d(u —v) = du — dw.

The Product Rule: d(uv) =vdu + udov.

The Multiple Rule: d(ku) = kdu if k is constant.

e The Quotient Rule: d(g) = L;udv
v

v
e The Power Rule: d(u™) = nu™ ' du if n is constant.

e The Exponentiation Rule: d(expu) = expudu (where exp u means e").

d
e The Logarithm Rule: d(Inw) = —.
u

e The Sine Rule: d(sinu) = cosu du.
e The Cosine Rule: d(cosu) = — sinudu.
e The Tangent Rule: d(tanu) = sec? u du.
e The Cotangent Rule: d(cotu) = — csc? u du.
e The Secant Rule: d(secu) = tanusecu du.
e The Cosecant Rule: d(cscu) = — cotu cscu du.
e The Arcsine Rule: d(asinu) = % (where asinu means sin™* ).
—u
du

e The Arccosine Rule: d(acosu) = —

V1I—u2’
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4.5

du
u? 4+ 1°
__du

uz+1°
du
lu[vuz =1

du
e The Arccosecant Rule: d(acscu) = —————.
( ) lu|vu? —1

e The Chain Rule: d(f(u)) = f'(u)du if f is a function of one variable that's differentiable at .
o The First Fundamental Theorem of Calculus: d(Li f(t) dt) = f(v)dv — f(u)du if f is a function of
one variable that's continuous between u and v.

e The Arctangent Rule: d(atanu) =
e The Arccotangent Rule: d(acotu) =

e The Arcsecant Rule: d(asecu) =

(The last one might not be familiar to you in such a general form, but it can be handy.)

Notice that every one of the rules above turns the differential on the left into a sum of terms (possibly
only one term, or none in the case of the Constant Rule), each of which is an ordinary expression multi-
plied by a differential (or something algebraically equivalent to this). This is a kind of differential form;
more precisely, these are linear differential 1-forms (which are also called exterior differential 1-forms).

Here is an example of how to use the rules, step by step, to find a differential. Specifically, I'll find the
differential of 22y + sin (22). (In one-variable Calculus, you might consider this if z, y, and z all happen to
be functions of some other variable t; but in multivariable Calculus, the same calculation will apply even
when the variables z, y, and z are all independent.)

d(z%y + sin (2*)) = d(z%y) + d(sin (%))
= yd(z?) + 2 dy + cos (2?) d(2?)
=y(22*  dx) + 2% dy + cos (22)(222 71 dz)
= 2zydx + 2% dy + 2z cos (2%) dz.

Here I've used, in turn, the sum rule, the product and sine rules (one in one term and the other in the oth-
er term), the power rule (in two places), and finally some algebra to simplify. Of course, you can usually
do this much faster; with practice, you can jump immediately to the second-to-last line by applying the
next rule whenever one rule results in a differential; then you only need one more step to simplify it alge-
braically. Often you can even do some of the algebra in your head immediately (like simplifying 2?~! to =,
so that d(z?) immediately becomes 2z dz).

Partial derivatives
If f(z,y,z) (for example) can be expressed using the usual operations (and possibly even if it cannot),

then its differential will come out as

d(f(x,y,z)) = fi(z,y,2)dz + fa(z,y,2)dy + f3(x,y,2)dz

for some functions fi, f2, and fs. These functions are the partial derivatives of f. Since subscripts can
be used for many things, a better notation for fi, fo, and f3 is D1 f, Daof, and D3 f (respectively); com-
pare the notation Df for f’ that is sometimes used in single-variable Calculus. For example, if f(z,y,2) =
22y + sin (22), then

d(f(z,y,2)) = d(z*y +sin (%)) = 2zy de + 2* dy + 2z cos (2%) dz

(as I calcluated earlier), so
Dif(z,y,2) = 2xy,
Do f(z,y,2) = 22, and
Dsf(z,y,2) = 2z cos (2?).
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4.6

If instead we write u for f(z,y, z), then we have a different notation for the coefficients on the differ-

entials: 5 5 5
U U U
du = (8_3:) dz + (@)m,zdy+ (a)wydz

Y,z

(The symbol ‘0’ is a variation on the lowercase Greek Delta, ‘4’. It is usually not pronounced directly; in-
stead, you read the entire expression as described below.) So for example, if u = 2%y + sin (22), then

du = d(z*y +sin (2%)) = 2zy dz + 2* dy + 2z cos (2%) dz

) = 2zy,

Y,z

again, so

(%)zy = 2z cos (22).

0
This (_u) is the partial derivative of u with respect to z, fixing y and z, which tells you how much
2
u changes relative to the change in x as long as y and z remain the same. All of the information in this

notation is necessary to avoid ambiguity, but in practice people usually write simply 72’ call this simply
x

the partial derivative of u with respect to z, and expect you to guess from context what other variables
are remaining fixed.

0
Of course, people also mix notation for f with notation for u, writing D, f, fz, 8_f’ and so on, as well
x

as Uy, u1, Diu, and so on. Technically, notation with numbers makes sense only when applied to the name
of a function, because the arguments of that function come in a specific order; while notation referring to
the variables used does not make sense when applied to the name of a function, since one could use any
variables as the arguments of the function (although it does make sense when applied to an expression
such as f(z,y, 2), in which these variables have been specified). In practice, however, people usually use
the variables x,y, z in that order; then there is no confusion.

Defining differentials

Recall from Section 3.5 on page 34 that the function f is differentiable at the point Py if there exists
a row vector V f(Fp) such that, for every differentiable parametrized curve C and real number t, if C'(¢o)
exists and equals Py, then the composite function f o C is differentiable at to and furthermore (f o C) (o) =
Vf(Py)-C'(tp). This makes Vf a vector field, called the gradient of f, that is defined wherever f is dif-
ferentiable. (The symbol ‘V’ is variously pronounced ‘Atled’, ‘Nabla’, and ‘Del’; people also write grad f
for Vf.)

If u = f(P) and f is differentiable, then we write

du = Vf(P)-dP = Vf(P)-dr,

where r is P — O (P minus the origin), as usual. If you think of V f as a derivative of f, then this is sim-
ply taking the Chain Rule as a definition. There are two good things about this definition of du. First of
all, all of the usual rules of differentiation are actually true of it; because the definition ultimately refers to
ordinary functions, we can prove each rule in the list on pages 37&38 by using the corresponding result for
ordinary functions. The other good thing about this definition is that when we evaluate a differential at a
given point and vector, then the result is one of the derivatives (f o C)'(to) that appear in the definition of
differentiability.
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Specifically, fixing a point Py and a vector vg, let C(t) = Py + tvo; then C is a differentiable curve
with C'(0) = Py and C’(0) = vy, so

dul p—r,. = V(Po)-vo = VF(C(0)) - C'(0) = (f 0 C)'(0)

dP:Vo

when v = f(P). If vy happens to be a unit vector (a direction), then V f(P) - vq is called the directional
derivative of f at P in the direction of vy. In general, the directional derivative in the direction of v is
Vf(Po) - Vo (where v = v/|v| is the unit vector in the direction of v); however, be careful, because some
people use the term ‘directional derivative’ for V f(Pp) - vo in the general case (since it's important but
there is no standard name for it). In particular, the directional derivatives parallel to the coordinate axes
—that is Vf(Fy) -1, Vf(P) - j, and (in 3 dimensions) V f(FPy) - k— are simply the partial derivatives of f
at Po.

Because d(f(P)) = Vf(P)-dP =V f(P) - dr, the value of the gradient may also be written as
Vf(P)=d(f(P))/dP =d(f(P))/dr (although we cannot define division by a vector in general). An
even simpler notation for V f(P) would be f’(P), but this is traditionally not used, because there are many
notions of derivative of f (such as the directional derivatives and the partial derivatives); even though the
gradient is the most general derivative, it is commonly thought that f’ would be ambiguous in this con-
text. (When we start differentiating vector fields in Chapter 8, there will be another reason that it's con-
venient to have a symbol V that we can manipulate more thoroughly than the tiny tick mark on f.)

Gradients

If f is a function of (say) 3 variables, then the definition of differential above states that
d(f(!E, Y, 2)) = Vf((E, Y, Z) : d(,’E, Y, Z) = Vf(w,y, Z) : <d$,dy, dZ>,
meanwhile, the definition of partial derivatives states that

d(f(:c,y,z)) = le(;v,y,z) dz + sz(x,y,z) dy + D3f(:v,y,z) dz
= <D1f($,y,Z),Dgf(JI,y,Z),Dgf(!E,y,Z)> ’ <d,’E,dy,dZ>

In other words,

o(f(x,y,2)) O(f(x,y,2)) O(f(x,y,z
vm,y,z)—<D1f<a:,y,z>,D2f<x,y,z>,D3f<x,y,z>>—< 2) o o ) oty ))>.

Put more simply,
vf = <D1f7D2fa D3f>7

or even
V - <D17D27D3>'

The gradient has the same information as the differential, and the partial derivatives are the compo-
nents of the gradient, so any one of these (the gradient, the partial derivatives, or the differential) may
be used to solve any problem. The differential is usually the most useful for direct calculation, which is
one reason why I use it heavily. However, if we have a geometric notion of length available to allow us to
think of row vectors (such as the gradient) as the same as column vectors (the usual ones, going between
points), then the gradient is easier to visualize.
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For reference, here are a bunch of relationships between differentials, partial derivatives, and gradi-
ents, assuming that v = f(z,y, 2):

- (), 0+ (), o+ (5),, 2
du—(ax , dz + 3y dy + 5, dz;

4 T,z T,y

du = le('rvya Z) dz + DQf(Ia Y, Z) dy + D3f('r7ya Z) dZ,

ot = (%) Daste = (22)  Dystar— (22)

Y,z z,z z,Y

Vf(:v,y,z) = <D1f($,y,2),D2f(£C,y,Z),Dgf($,y,Z)>;

v =((5), -(5) (5),,)

du =V f(z,y,z2) - (dz,dy, dz);
du|(dz,dy,dz>:v = Vf((E, Y, Z) - V.

4.8 Jacobian matrices

If you have m functions of n variables each, or equivalently a function that takes a point in n dimensions
as input and returns a point in m dimensions as output, then you can put their partial derivatives in-

to an array with m rows and n columns, that is an m-by-n matriz (see Section 1.13). For example, if
you have 2 functions of 3 variables each, say u = f(x,y, 2) and v = g(x,y, 2) (or in other words, (u,v) =
(f,9)(z,y,z2)), then the partial derivatives fit into a 2-by-3 matrix

?

{811/890 du/dy 8u/82}
ov/dx Ov/dy Ov/dz

we may call this matrix d(u,v)/d(z,y, z). You can also think of this as the result of applying the matrix

of functions
{D1f Do f Dsf}
Dig D2g Dagl’

which may be called D(f, g), to the point (z,y, z). That is, we have d(u,v)/d(z,y, z) = D(f, 9)(z,y, z). Or
writing P for (x,y, z), @ for (u,v), and F for (f,g), so that @ = F(P), we have dQ/dP = DF(P), where
DF is the same matrix of functions as before. (You could justifiably write DF(P) as F'(P), but this is not
usually done in multiple dimensions.) In particular:

e If you have an ordinary function y = f(z), you can think of this as a group of only 1 function of only
1 variable each, so that d(y)/d(x) = D(f)(x) is a 1-by-1 matrix, consisting of a single entry, which is
the usual derivative dy/dx = f'(x). That is, d(y)/d(z) = [dy/dz], and D(f) = [Df] =[f].
e If you have a parametrized curve in 3 dimensions, say P = (z,y,z) = (f(t),g(t), h(t)), then this is a
group of 3 functions of 1 variable each, so that d(z,y, z)/d(t) = D(f, g, h)(¢) is a 3-by-1 matrix, con-
sisting of a single column with 3 entries, which are the components of the velocity vector dP/dt =
dz/dt

(f'(t),q'(t), W (t)). That is, d(z,y,z)/d(t) = | dy/dt |. It is for this reason that ordinary vectors that
dz/dt

represent change of a point (such as velocity vectors) are sometimes called column vectors.

e If you have a function of 3 variables, say u = F(x,y, z), then you can think of this as a group of 1 func-
tion of 3 variables each, so that d(u)/d(z,y,z) = D(F)(z,y, 2) is a 1-by-3 matrix, consisting of a sin-
gle row with 3 entries, which are the components of the gradient vector (Qu/dz, du/dy, du/dz) =
VF(z,y,z). That is, d(u)/d(z,y,2) = [0u/O0zx Ou/dy Ou/dz],and D(F)=[D1f Daof D3F].
For this reason, vectors that represent change with respect to a point, such as gradient vectors, are
sometimes called row vectors.

In this way, Jacobian matrices include all of the kinds of derivatives that we have seen before.
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Every form of the Chain Rule in Section 13.4 of the textbook can be expressed using matriz multipli-
cation. (See Section 1.13 from the full set of notes again.) Recall that you can multiply an m-by-n matrix
and an n-by-o matrix to get an m-by-o matrix. Then if a point R in m dimensions is a function of a point
@ in n dimensions, which is itself a function of a point P in o dimensions, then you can multiply the m-
by-n matrix dR/dQ and the n-by-o matrix d@Q/dP to obtain the m-by-p matrix dR/dP.

In particular, if you have both a parametrized curve (z,y, z) = (f(¢), g(¢), h(t)) and a multivariable
function u = F(z,y, z), then composition makes u an ordinary function of ¢; specifically, u = F(f(t), g(t), h(t)) =
(F o (f,9,h))(t). Recall the defining property of the gradient from page 34: (F o (f,g,h)) (t) = VF(f(t),9(t), h(t)) -
(f'(t),g'(t),h (t)); or du/dt = (Ou/Ox,0u/dy,Ou/dz) - (dx/dt,dy/dt,dz/dt). The same thing can be ex-
pressed using matrix multiplication as

d(u) d(u) d(z,y,2)

d@t)  d(x,y,2) d(t)

because a matrix row is mutliplied by a matrix column using the same method as the dot product.

Even the relationship between derivatives and differentials may be expressed using matrices. In gener-
al, if @ = F(P), then the column matrix dQ may be obtained by mutiplying the matrix dQ/dP = DF(P)
by the column matrix dP. For example, if (u,v) = (f, g)(x,y, z), then the 2-by-1 matrix d(u,v) (a col-
umn vector in 2 dimensions being thought of as a matrix) is the result of multiplying the 2-by-3 matrix
d(u,v)/d(x,y, z) by the 3-by-1 matrix d(z,y, z) (a column vector in 3 dimensions being thought of as a
matrix). More explicitly,

_ [ou/oxr Ou/Oy OujOz dz

du
{dv} - {(%/8:10 ov/dy Ov/0z 1-
If you're only interested in one differential at a time, then you really don't need any of this, or any
form of the Chain Rule. For example, in the situation in the previous paragraph, if you only want to know
du, then you can reason that

which we've seen before. And then if x, y, and z are functions of ¢, then you can continue:

duz@dx—i—@dy—i—au _ Oudzx 6Udydt+%%
z

R W R Ll M TR T dt.

Therefore,
du_Ouds  Oudy  Ouds
dt Oz dt Oy dt 9z dt’

Every application of the Chain Rule in Section 13.4 of the textbook can also be done in this way, using no
fancy rules at all. The purpose of the Jacobian matrices (and the gradient vectors and velocity vectors, for
that matter) is largely simply to organize the partial derivatives into convenient tables.

Tangents and normal lines

If f is a function of 2 (or 3) variables and P is a point in 2 (or 3) dimensions, then the level curve (or sur-
face) of f through Py is given by the equation f(P) = f(P), where P = (x,y) (or (z,y, 2), as usual). (The
function f and the point Py have already been fixed, but the point P is allowed to vary, so this is an equa-
tion in our 2 (or 3) variables, as it should be.) If f is differentiable at Py and the gradient of f is nonzero
at Py, then this level curve (or surface) has a tangent line (or plane) through Py, given by the equation
Vf(Po)- (P — Fy) = 0. Finally, perpendicular to this tangent line (or plane), there is a normal line (al-
ways a line!) through Py, with parametrization P = Py + t V f(P) in the parameter ¢.

Writing u for f(P), the equation for the level curve (or surface) is u = u|p_p . Writing Au for
f(P+ AP) — f(P), a quantity that depends on both a point P and a vector AP, another equation for
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the level curve (or surface) is Au|p—p,, = 0. That is, you take the expression for Au, which says how
AP=P—P,
much u changes between two points, put Py in for the starting point P, and then put P — Py in for the

difference AP between the two points. Since the value of v shouldn't change on the level curve (or sur-
face), this difference Awu should be zero. (Notice that the meaning of P changes over the course of this
substitution; originally it refers to the starting point, which we set to Py, but afterwards it refers to anoth-
er point on the level curve (or surface), so we set the displacement AP between the two points to P — Fy.)
The tangent line (or plane) is given by a very similar equation, except that now we look at how the
curve (or surface) is changing infinitesimally at Py and extend this out to arbitrary distances. Thus, the
equation Au = 0 for the level curve (or surface) becomes du = 0 for the tangent line (or plane). Howev-

er, we're still looking for the values of u in the same place, so the full equation is du| p—p,, = 0. If you
dP=P-P,
follow the formula for evaluating a differential on page 40 in Section 4.6, then you'll see that this means

precisely Vf(P) - (P — Py) = 0.

For example, if v = zy and Py = (2, 3), then the level curve is zy = (2)(3), or simply zy = 6. (Re-
place z with 2 and y with 3 on the right-hand side.) Alternatively, Au = (x + Az)(y + Ay) —zy =y Az +
x Ay + Az Ay, so the level curve is (3)(z — 2) + (2)(y — 3) + (x — 2)(y — 3) = 0. (Replace = with 2, y
with 3, Az with z — 2, and Ay with y — 3.) This also simplifies to zy = 6.

That was obviously more work than necessary for the level curve, but now apply the same technique
to the differential to get the tangent line: du = ydx + xdy, so the tangent line is (3)(z — 2) + (2)(y — 3) =
0. (Replace z with 2, y with 3, dz with = — 2, and dy with y — 3.) This simplifies to 3z + 2y = 12, and
now we learnt something that we didn't know before.

Because the normal line depends on the geometric notion of angle (to tell you what's perpendicular
to what), this can't be done as slickly using only differentials. Now we really do want to think of the gra-
dient vector. All the same, since this can be read off of the differential so easily, you can still start with
du = ydz + zdy. First, replace only x with 2 and y with 3 to get 3dx + 2dy, then read off the gradi-
ent vector (3,2). Since we started at the point (2, 3), the parametric equation is P = (2,3) + ¢(3,2), or
(z,y) = (3t + 2,2t + 3) in more detail.

Noune of this (beyond the level curve (or surface) itself) works right if the gradient V f(Fp) is zero
or undefined. If the gradient is undefined, then of course we can't say anything using it; but if the gradient
is zero, then these equations say that every point belongs to the tangent line (or plane) and only the point
Py belongs to the normal line. Of course, that would mean that they're not lines (or a plane and a line)
at alll When the gradient is zero, the truth may be that there is no tangent or that there is a tangent but
it really does consist of everything, or there may be an honest tangent line (or plane) after all; but in any
case, these formulas won't help you know that!

Taylor’s Theorem in several variables

One version of Taylor's Theorem in one-variable Calculus is

k

fla+h) = nz:% %f(") (a)h™ + %Lio(l —1)F FHD (@ + th)hF dt.

To be more explicit, here is the statement for the first few values of k:
1 /
fla+h)=f(a)+ L_Of (a+th)hdt
1
= f(a)+ f'(a)h + Lfoa — )" (a+ th)h? dt

= f(a) + f'(a)h + %f”(a)h2 + %f;ou — )2 " (a + th)h® dt
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Here, a and h are real numbers, k is a whole number, and f is a function that is continuously differen-
tiable k 4 1 times (at least) between a and a + h. These statements may be proved by repeated applica-
tion of integration by parts (and the Fundamental Theorem of Calculus, which is why f**+ must not
only exist but also be continuous).

To write down the general statement in several variables requires more advanced notation than we use
in this class, but I will write down the first few statements when f is a function of 2 variables:

1 1
Fla+h,b+14) = f(a,b) + L_Ole(a +th, b+ ti)hdt + L_Osz(a + th, b+ ti)idt
= f(CL, b) + le(a, b)h + Dgf(a, b)’L
1 1
+ Liou — t)D11f(a+ th,b+ti)h2 dt + L70(1 —1)Dyof(a+ thyb+ ti)hi dt

1 1
n L_Ou — t)Da1 fla + th,b+ ti)ihdt + L_Ou — t)Daof(a + th,b+ ti)i2 dt
= f(a,b) + D1 f(a,b)h + Daf(a,b)i
1 1 1 1
+5D11f(a, b)h? + 5D12f(a,b)hi+ 5D2.1 f(a,b)ih + 5Da s f(a, b)i?
1t 2 N3 Lt 2 N2
+ 5L:Ou — £)®Dy1a fla+ th,b+ ti)h® dt + 5L:O(l — #)®Dy1of(a+ th, b+ ti)h%idt
11 2 N 1 2 N2
+ 5L:Ou — )" Dyo1f(a+ th,b+ ti)hih dt + ELZO(I —1)®Dy1aaf(a+ th,b+ ti)hi% dt
11 ) e 11 ) .
+ 5L:Ou — £)® D11 fa + th,b+ ti)ih? dt + 5L:O(l — £)?Da1of(a+ th, b+ ti)ihidt

11 2 ] 11 2 N -3
+ §L:o(1 — 1)?Daggy fla + th,b+ ti)ihdt + 5L:O(l — £)?Dagaf(a+ th,b+ ti)i® dt

These may again be proved by using integration by parts. In fact, by doing the integration by parts in
slightly different ways, we can rearrange the order of the mixed partial derivatives (such as Dy 2 f and

D2 1 f); this both proves the theorem that the mixed partial derivatives are the same in either order (when
they are continuous) but also allows us to simplify the formulas slightly:

1 1
Fla+h,b+1i) = fa,b) + LiOle(a +th, b+ ti)hdt + Lfngf(a + th, b+ ti)idt
1
= f(a,b) + Dy f(a,b)h + Daf(a,b)i + Liou — t)D11f(a+ th,b+ti)h2dt
1 1
n 2L_0(1 — t)Dyof(a + th,b+ ti)hi dt + L_Ou — )Daof(a + th,b+ ti)i2 dt
1 1
= f(a,b) + D1 f(a,b)h + Do f(a,b)i+ 5Dl,lf(a, b)h? + Dy o f(a,b)hi + 5D2,2f(a, b)i?
11 ) s 31 ) .
n ELZO(I — #)’Dyaaf(a+ th b+ ti)h®dt + 5L:Ou —4)°Dy1af(a+ th b+ ti)h2idt

3 (1 ) a1l ) -
n 5L:O(l — 1)®Dy s f(a+ th, b+ ti)hi® dt + 5L:O(l — £)®Danaf(a+ th, b+ ti)i®dt

However, in my opinion, the pattern is not so clear when it's put this way.

For purposes of approximation, it's useless to actually work out the integrals that appear here; if you
knew the exact value of the derivatives of f at all the points between (a,b) and (a + h, b+ i), then you
could probably just evaluate f at (a + h,b+ i) directly. However, if there is a value M such that you know
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that none of the derivatives of f of order k£ + 1 have an absolute value greater than M at any point be-
tween (a,b) and (a + h,b+ 1), then you can leave off the integrals to get an approximation of f(a + h,b+ )
and then use M to get an estimate of the error of this approximation:

fla+h,b+1)~ f(a,b), a constant approximation, if f is continuous;
fla+h,b+1) ~ f(a,b) + D1 f(a,b)h + Daf(a,b)i, a linear approximation, if f is differentiable;

f(a +h, b+ Z) ~ f(a7 b) + le(au b)h + D2f(a7 b)l + %Dl,lf(au b)h2 + D1,2f(a7 b)hZ + %D272f(a7 b)iza

a quadratic approximation, if f is twice differentiable;

with
[f(a+h,b+1i) = fla,b)] < Ma(|h] +[i])
if |D1 f| and |Daf| are never greater than M; between (a,b) and (a + h, b+ ),
. . 1 .

[Fat hb+4) — (£(aB) +Daf(a,b)h + Daf(a,b)i)| < 5 Ma(lhl + i)

if |D1,1f], |D1,2f|, and |D22f| are never greater than My between (a,b) and (a + h,b + 1),
1 1

fla-t hob )= (7(6.0) + D1 @+ Daf(a,Bi+ 5Du1 0 + Draf(a i + 5Daaf (@ b))

< = Ms(|h| + i)

| =

if ID11,1f], ID1,1,2f], |D1,2,2f], and |D2.2 2 f| are never greater than Mz between (a,b) and (a + h,b + 1),
etc.
Using vectors, we can write the first approximation and its error in any number of variables:

f(Po+v) = f(P),
|f(Po+v) = f(Ro)| < My |vly,

where |v|, is the so-called 1-norm of v, found by adding up the absolute values of its components. (The
usual magnitude is then called the 2-norm, because these absolute values are raised to the power of 2 be-
fore they are added and then the principal root of index 2 is extracted; in general, you can consider the
p-norm |v| » for any positive real number p, or even other values of p if you're sufficiently clever.) We can
also write the second approximation and its error using vectors:

f(Po+v)=~ f(Po)+Vfi(P)-v,
[Py +v) = (F(Po) + V(o) -v)| < 5 My vl

The next approximation, however, requires dyadics to write down, which are more complicated than vec-
tors; to write down the general case to any order involves a massive generalization of vectors called ten-
sors. However, you can always write it down in any specific dimension by writing a lot of terms accord-
ing to the appropriate pattern, as I did on the previous page; there is also a technique, called multi-index
notation, to encode these patterns, which you can see (for example) on the English Wikipedia article on
Taylor's Theorem (as of today).

It's handy to describe these approximations in terms of differentials and differences. While a differen-
tial represents an infinitesimal (infinitely small) change, a difference represents an appreciable or finites-
imal (not infinitely small) change. As P = (z,y) (or (x,y, 2) etc) changes from Py to Py + v, we say that
the difference in P is

AP = (P0+V)—P0 = V.
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4.11

Meanwhile, if u = f(P), then the difference in w is

Aulp=p,, = f(Po+Vv)— f(Po).
AP=v

Then the constant approximation says
Au| P=P,, ~ 0,
AP=v

while the linear approximation says (more precisely)

Aul p=p,, = du| p=p,, -
AP=v dP=v

So in the end, the linear approximation replaces differences with differentials. The next (quadratic) ap-
proximation can be written using the second differential d%u, and so on, but we won't cover that in this
class. The error estimates are

Au|p—p,, | < M |v|,
AP=v
and 1
Au| p=p,, —du|p=p,, | < M |V|i
AP=v dP=v 2
Optimization

Literally, optimization is making something the best, but we use it in math to mean mazimization, which
is making something the biggest. (You can imagine that the thing that you're maximizing is a numerical
measure of how good the thing that you're optimizing is.) Essentially the same principles apply to min-
imization, which is making something the smallest. (And pessimization is making something the worst,
although people don't use that term very much, because who would want to do that?) A generic term for
making something the largest or smallest is extremization.

The key principle of optimization is this:

A quantity u can only take a maximum (or minimum) value when its differential du is zero or
undefined.

If you write u as f(x,y), where f is a fixed differentiable function of (say) 2 variables, and x and y are
quantities whose range of possible values you already understand (typically intervals), then du =
Di f(x,y)dz + Do f(x,y) dy, or equivalently, du = % dx + g—z dy.

So one way that u might conceivably take an extreme value is if either (or both) of its partial deriva-
tives are undefined. Another way is if both (not just one) of its partial derivatives are zero. If you can
vary x and y smoothly however you please (essentially, if you are in the interior of the domain of f and
you are free to access the entire domain), then these are the only possibilities. However, if you cannot vary
them smoothly (essentially, if you are on the boundary of the domain of f or if the situation is otherwise
constrained so that you cannot access the entire domain of f), then there are more possibilities!

If your constraint (or constraints) can be written as an equation g(x,y) = 0 (or really, with any con-
stant on the right-hand side), then as long as the gradient Vg is never zero on the solution set of the con-
straint equations, then you can use the method of Lagrange multipliers. Here, you set up an equation
Vf(xz,y) = AVg(x,y), combine this with the equation g(z,y) = 0, and try to solve for z, y, and A. (Since
a vector equation is equivalent to 2 scalar equations, this amounts to a system of 3 equations in 3 vari-
ables, so there is hope to solve for it.) If you're working in 3 variables, then you might need two equations
to specify the constraint, in which case there are two functions in the place of g and two Lagrange mul-
tipliers. (But you can also have just one ¢ even in 3 dimensions; it's a question of whether the boundary
in question is a surface or a curve.) While X\ ultimately doesn't matter, the solutions that you get for the
original variables give you additional critical points to check for extreme values.

On the other hand, you don't actually need Lagrange multipliers! Writing v for g(z,y), if the con-
straint is v = 0 (or any constant), then differentiate this to get dv = 0. (In fact, you could take any equa-
tion and just differentiate both sides.) Then if you try to solve the system of equations consisting of du =0
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and dv = 0 for the differentials dx and dy, you should immediately see that dz = 0 and dy = 0 is a solu-
tion. However, if you actually go through the steps of solving this as a system of linear equations (which
you can always do because differentials are always linear in the differentials of the independent variables),
you'll find that at some point you need to divide by some quantity involving x and y, which is invalid if
that quantity is zero! So, setting whatever you divide by to zero and combining that with the constraint
equation v = 0, you get two equations to solve for the two variables  and y. (With this method, \ never
enters into it.) This will give you the other critical points to check for extreme values.

Be careful, because u might not have a maximum or minimum value! Assuming that u varies con-
tinuously (which it must if Calclulus is to be useful at all), then it must have a maximum and minimum
value whenever the domain of the function (including any constraints) is both closed and bounded (which
is called compact); this means that if you pass continuously through the possibilities in any way, then you
are always approaching some limiting possibility. However, if the range of possibilities heads off to infini-
ty in some way, then you also have to take a limit to see what value u is approaching, which can be very
difficult to do in more than one dimension. Or if there is a boundary that's not included in the domain,
then you have to take a limit approaching that boundary, although in that case you can hope that you can
check the boundary as if it were included, the same way as above. If any such limit is larger than every
value that u actually reaches (which includes the possibility that a limit is co), then « has no maximum
value; if any such limit is smaller than every value that u actually reaches (which includes the possibility
that a limit is —o0), then u has no minimum value.

So in the end, you look at these possibilities to optimize wu:

when any partial derivative of u is undefined,

when all partial derivatives of u are zero,

any boundary possibilities given by a constraint,

any corners (boundaries of the boundaries) given by two constraints,

any corners of corners given by three constraints (not possible in only 2 dimensions),
etc (in more than 3 dimensions), and

e the limits approaching impossible limiting cases.

Whichever of these has the largest value of u gives you the maximum, and whichever has the smallest val-
ue of u gives you the minimum; but if the largest or smallest value is only approached in the limit, then
the maximum or minimum technically does not exist. (In this case, it is called a supremum or infimum
instead.)

Here is a typical problem: The hypotenuse of a right triangle (maybe it's a ladder leaning against a
wall) is fixed at 20 feet, but the other two sides of the triangle could be anything. Still, since it's a right
triangle, we know that [2 + h? = 202, where [ and h (length and height) are the lengths of legs of the tri-
angle. (If we think of I and h as independent variables, then this equation is our constraint.) Differentiat-
ing this, 2/dl 4+ 2h dh = 0. Now suppose that we want to maximize or minimize the area of this triangle.
Since it's a right triangle, the area is A = 3lh, so dA = shdl + 3l dh. If this is zero, then ghdl + 5ldh =
0, to go along with the other equation 2/dl + 2hdh = 0.

The equations at this point are linear in the differentials (as they always must be), so think of this as
a system of linear equations in the variables d/ and dh. There are various methods for solving systems of
linear equations; I'll use the method of addition aka elimination, but any other method should work just
as well. So shdl + 51dh = 0 becomes 2lhdl + 202 dh = 0 (multiplying both sides by 41), while 2/ dl +

2h dh = 0 becomes 2lh dl + 2h? dh = 0 (multiplying both sides by h). Subtracting these equations gives
(212 — 2h?)dh = 0, so either dh = 0 or [? = h?. Now, [ and h can change freely as long as they're posi-
tive, but we have limiting cases: | — 0% and h — 0%. Since (%2 + h? = 400, we see that 12 — 400, so [ — 20,
as h — 0. Similarly, h — 20 as [ — 0. In those cases, A = %lh — 0. On the other hand, if [? = h2, then

I =h,sol,h =102, since > + h? = 400. In that case, A = %lh = 100.
So the largest area is 100 square feet, and while there is no smallest area, the area can get arbitrarily
small with a limit of 0.
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5.1

5 Integration on curves

Differential 1-forms (that is differential forms without the wedge product that we will get to in Chapter 6)
can be integrated along curves. To a large extent, that is what they are for. Since differential forms are
made of differentials and the definition of the differential of an expression (at least the one that I gave in
Section 4.6 earlier) is ultimately about curves, this is a very natural operation.

The definition

Like the textbook does for one-variable Calculus, I'll define the Riemann integral as a limit of Riemann
sums, although there are more general notions of integration that can handle more expressions. The Rie-
mann integral will be sufficient for piecewise continuous differential forms (those defined in one or more
pieces using continuous operations applied to continuous quantities and the differentials of continuously
differentiable quantities) along piecewise continuously differentiable curves (those with parametrizations
defined in one or more pieces using continuously differentiable operations applied to the parameter).

So, suppose that we have a differential form « written using the variables P = (x,y,...) and their
differentials, and a curve in the same number of dimensions, given by some parametrization function C'
whose domain is a closed interval [a,b]. Then we can try to integrate « along the curve where P = C(t),
by defining the integral

f P:C(t)a’

[ a
c
for short.

Given any way of dividing the interval [a, b] into a partition a = tg <3 < -+ <t,_1 <t, = b (with
n subintervals) and tagging this partition with n values ¢ with t5_1 < ¢ < ¢y for k from 1 to n (this is
exactly the kind of partition considered in one-variable Calculus, as on pages 304-306 of the textbook),
there is a Riemann sum

or

n

> alp=c(en

b)
k=1 dP=C(tx)—C(tk-1)

That is, on the kth subinterval, we evaluate the form « at the point through which the curve passes at
time c¢; within that subinterval along the vector from where the curve is at the beginning of the subin-
terval to where it is at the end of the subinterval. If we require that the magnitude of this vector be less
than § and take the limit as § — 0T, then this limit (if it exists) is the value of the integral. And there is
a theorem that it does exist, at least if « is piecewise continuous and C' is piecewise continuously differ-
entiable (and sometimes otherwise); I don't know a nice proof of this directly, but you can prove that it
exists because the practical calculation method on page 50 works.

There is now another nice theorem, that the value of this integral does not depend on the parametri-
zation of the curve, at least not very much. That is, if ¢ is a function in the ordinary sense (a real-valued
function of one real variable), then C o ¢ is another parametrized curve; if ¢ is one-to-one and increasing
(so that we travel along the curve in the same direction without repetition) and its range includes the en-
tire domain of C' (so that we cover the entire curve), then the theorem is that fca = fCO¢a. The proof is
that any Riemann sum for C is also a Riemann sum for C' o ¢; the same points C(t)) and C(cx) occur in
the same order, just at different values of the parameter. So the Riemann integrals, which are the limits of
these Riemann sums, must also be the same.

For this reason, we usually don't specify a parametrized curve in the notation at all. Instead, we spec-
ify an oriented curve, which is anything that could be given as a parametrized curve, keeping track of
which direction we travel along the curve (this is the orientation of the curve) but otherwise ignoring the
parametrization.
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5.2

5.3

Evaluating integrals along curves

The practical method of evaluating integrals along curves is to pick any convenient parametrization (prefer-
ably one that is continuously differentiable) and put everything in terms of that parameter. For example,
to integrate 2z da + 3zy dy along the top half of the circle 22 + y? = 4, oriented counterclockwise, try the
parametrization where x = 2cost, y = 2sint, and 0 <t < 7w. Then dx = —2sintdt and dy = 2 costdt, so
the value of the integral is

[aiyos oo (20 da 4 Bay dy) = L’:O (2(2cost)(—2sint dt) + 3(2cost)(2sint)(2cost dt))
dz<0 =
= Lio(—S sint cost + 24 sint cos® t) dt = 16.

(You can do this last integral with the substitution u = cost.) I've described the curve of integration with
an equation (of a circle) and an inequality (to get the top half only) and oriented it by saying that z is
always decreasing (so that dz is always negative), but usually people write that all out to the side some-
where, call the resulting oriented curve C' (for example), and write [,,(2z dz + 3zy dy).

The reason why this gives the correct result is that any Riemann sum for the integral involving ¢ in-
volves almost the same calculations as a Riemann sum for the integral along the curve. The only differ-
ence is that the integral involving t looks at the point from within each subinterval to handle the differ-
entials, whereas the integral of the curve looks at the points on each end of the subinterval. But in the
limit, all of these points approach each other, and the result is the same. (There is another slight compli-
cation because the integral involving ¢ takes a limit as the change in ¢ goes to 0, while the integral along
the curve takes a limit as the magnitude of the change in position goes to 0. However, these are the same
because the parametrization is continuous. If you can calculate dx and dy at all, then the parametrization
must be differentiable and so definitely continuous.)

You should be able to visualize this example geometrically well enough to see that the answer would
have to be positive. The term 2z dz should completely cancel, because the right half of the curve exactly
mirrors the left half, with dz the same on both halves (always negative because of movement to the left)
but z being the opposite on the two halves (first positive, then negative). On the other hand, the term
3zy dy will be negative on both sides; while y is always positive (above the horizontal axis), z and dy are
both positive on the right half (right of the vertical axis and moving upwards) and both negative on the
left half (left of the axis and moving downwards), making for a positive product everywhere.

Integrating vector fields

If you are asked to integrate a vector field F along an oriented curve, then they really want you to inte-
grate the differential form F(z,y) - (da, dy), or more generally F(P) - dP, where P is (z,y) or (z,y,2). If
you write r for the vector P — O (where O is the origin (0,0) or (0,0,0)), then dP = dr, and this is the
reason for the traditional notation fCF - dr, which is used in the textbook. (You may also see fCF -Tds,
where ds is the ds that appears in Section 5.4 on the next page and T is defined to be dr/ds. This is usu-
ally completely pointless; if you see T ds, just think of it as dr.)

For example, to integrate (2z, 3zy) along the same semicircle as in the previous example (with the
same orientation), you do exactly the same integral as in the previous example. This is because

(2x,3xy) - (dz,dy) = 2z dz + 3zy dy,

SO
fc<2x, 3zy) -dr = fC(Qx dz 4 3zydy) = 16

as before. Since the vector (2x,3zy) points to the right on the right side and to the left on the left side,
while we move along the curve consistently to the left, this suggests that the horizontal component should
cancel. However, since this vector points upwards where we move upwards along the curve (on the right
side) and points downwards where we move downards along the curve (on the left side), this suggests a
positive contribution from the vertical component. So as in the first example, you should expect a positive
result even before doing the calculation.
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5.4

5.5

Integrating scalar fields

If you are asked to integrate a function f along a curve, then they really want you to integrate the differ-
ential form f(z,y)+/dz? + dy?, or more generally f(P)|dP|. It's traditional to write ds for |dP| (or |dr|,
which is the same), but it's important that there is no quantity s defined everywhere on the coordinate
plane that ds is the differential of. To emphasize this, you can write ds; ‘d’ is a symbol that some people
use when something is traditionally written with ‘d’ but is not really a differential.

As long as the differentials do etc appear only in ds, then the result of the integral is independent
of orientation, because replacing dx with —dx (as would happen upon reversing the orientation) doesn't
change ds. For this reason, you can integrate a function on an unoriented curve. When parametrizing,
everything will come out using |d¢| instead of d¢, but as long as the integral involving ¢ has its bounds set
up so that t is increasing, then dt is positive and so |d¢| = dt, after which you can integrate normally.

For example, to integrate f(z,y) = 622y on the same semicircle as in the previous examples, you get

ds = \/da? + dy? = \/(~2sintdt)? + (2costdt)? = \/(4sin? ¢ + dcos? ) di2 = VAVAE = 2]dt].

Thus, the integral is

9 _ T 9, . _ T . 9 _
L2+y2:41 yZOGx yds = L:OG(COS t) (sint)(2|dt]) = L2012 sint cos” tdt = 8.

Since z2y is positive everywhere on this curve, you should have expected a positive result.
If for some reason you set the integral up backward, then d¢ would be negative and so |d¢| would be
—dt, and the result would be the same in the end:
0 0 0
f ds = f 12sint cos® t|dt| = f 12sint cos? t(—dt) = —f 12sint cos® tdt = —(—8) = 8.
C t=m t=m t=m

(But it's simpler to always set things up so that the parameter is increasing.)

Pseudooriented curves

In 2 dimensions, you'll sometimes be asked to integrate a vector field across a curve rather than along it
as usual. Although there is no standard notation for this, you can write it as as F x dr in analogy with
the usual F - dr. The textbook sometimes writes F - nds, where n = XT and dr = T ds, but this just re-
sults in F - xdr = F x dr.

This is the 2-dimensional cross product, so the result is still a scalar. Technically, however, it is ac-
tually a pseudoscalar, because its sign depends on how you orient the plane (counterclockwise as is the
convention, or clockwise instead). Similarly, specifying a direction across a curve really gives the curve a
pseudoorientation, because it only defines a direction along the curve (an orientation) by picking a con-
vention about how these directions correspond. In practice, we orient the plane counterclockwise, meaning
that counterclockwise cross products are positive, the rotation xv of a vector v is obtained by rotating it
clockwise, a direction across a curve turns into a direction along it by rotation counterclockwise, and a di-
rection along a curve turns into a direction across it by rotating clockwise. But if you consistently did all
of these the other way, then the results of all integrals would be the same.

For example, to integrate (2x, 3zy) across our semicircle, now pseudooriented upwards, integrate

(2z, 3zy) x (dz,dy) = 2z dy — 3xy dz,

and use the orientation counterclockwise from upwards, which is leftwards (the same as in first example):
fm2+y2:4, y>0 <2$7 3$y> x dr = jz2+y2:4, ¥>0 (QZE dy — 3$y d.I)
dy=>0 o
= f,:o ((2(2cost)(2costdt)) — 3(2cost)(2sint)(—2sint dt))
= LiO(S cos® t + 24sin® t cost) dt = 4.

Since the vector (2z,3xy) points to the right where we cross the curve to the right (on the right side) and
points to the left where we cross to the left, this suggests that the horizontal component should give a pos-
itive result. However, since this vector points upwards on the right side and downwards on the left side,
while we cross the curve consistently upwards, this suggests that the vertical component should cancel. So
you should again expect a positive result before doing the calculation.
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5.6 The Fundamental Theorem of Calculus

In one-variable Calculus, the second Fundamental Theorem states that

b
| r@de=70) - fla),
If we write u for the quantity f(x), then its differential du is precisely the integrand f’(z) dx, so the Fun-
damental Theorem can also be written as .

f du = U|Z

This works just as well when there are several independent variables as when there is just one. Now if u =
f(P), then du is Vf(P) - dr, so
b
[, VF(P)-dr=f(b) - f(a).
Although this is now a theorem about integrating a gradient along a curve, in essence it is still just the
FTC, a theorem about integrating differentials. This has a massive generalization to higher-rank differen-
tial forms, called the Stokes Theorem, which we'll get to in Chapter 8.

A differential form is called exact if there exists a quantity u such that o = du. Similarly, a vec-
tor field F is called conservative if there is a scalar field f such that F = V f. The connection between
these is that F is conservative if and only if F(P) - dr is exact. (After all, if F = V£, then F(P)-dr =
d(f(P))) An oriented curve is called closed if its beginning and ending points are the same; one some-

times emphasizes that an integral is along a closed curve by writing § in place of . Then the integral of
an exact differential form along a closed curve is zero, because

a
gsca:jadu:u|Z:u|a—u|a:O.

Similarly, the integral of a conservative vector field along a closed curve is zero. In this case, we can use
notation more like that of a definite integral in one variable:

P>
f a
P=P;
means the integral of a along any curve from P; to P,. It doesn't matter which curve you use; if C7 and Cs

are both curves like this, then these combine into a closed curve C7 — Cs, in which you start at Py, follow
C4 to Ps, then follow Cy backwards (hence the minus sign) back to P;. Then

oz—f 04286 a=0,
Cl CQ Cl—CQ

o) fcla = f02a. (This is still undefined if there is no curve from P; to P> through the domain of «. This

is analogous to the case in one dimension of an integral f;:a f(z) dz where f is undefined somewhere be-
tween a and b. If the undefined region is sufficiently small, then this can be handled with improper inte-
grals or other methods, but we don't consider that in this class.)

Conversely, if the integral of a differential form or of a vector field is zero along every closed curve,
then that differential form must be exact or that vector field must be conservative. The reason is that in
this case (and only in this case) we can pick a point Py to start from and define a semidefinite integral

P
u = o= Q.
P=P, Py
Because « is exact, you get the same result no matter which path you use from Py to P. (Ideally, the do-
main of a should be path-connected, meaning that there exists a curve between any two points. If not,
then you must split the domain into various path-connected components and pick a point in each.) That
du = « in this case is essentially the multivariable version of the first Fundamental Theorem of Calculus.
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Given a differential form «, finding such an expression u is a form of indefinite integration. It's not
practical to check every possible curve, of course, so we need other methods to decide if « is exact, and
this can also help us to find u. There are actually several methods; one is given in the textbook, essential-
ly reversing the process of partial differentiation with a kind of partial indefinite integration. (If you try
this method when « is not exact, then it will fail.)

If the domain of « is reasonably simple, then it's possible to pick a point Py and write down a general
formula for a parametrized curve from Py to any point P. (For example, you could always use a straight
line segment, as long as these line segments always lie entirely within the domain.) If you try this method
when « is not exact, then you may get a result; but when you check it, then you'll find that it's wrong (its
differential does not equal «) when « is not exact.

It's often possible to tell ahead of time whether « is exact. To really explain what's going on here, I'll
need to talk about the exterior differential, which is a topic that we'll get to in Chapter 8. For now, I'll
describe it in terms of partial derivatives. So, if & = du, then

ou ou
a—gdx—i—a—ydy—i—---.

(The dots are meant to indicate that more terms may appear if there are more than two variables.) As-
suming that u is twice differentiable, then mixed second partial derivatives are equal:
P*u
0xdy Oyox’

So if you start with an arbitrary linear differential 1-form
a=ozdr+oydy+---,
then it could only be exact if it is closed, meaning that

oz _ Doy
oy Oz

(and similarly for other mixtures of derivatives if there are more than two variables), assuming that it's
differentiable in the first place. Similarly, a vector field

F(‘Tuya" ) = Fl(l’,y,. )i+F2($7y7 )J +-
can only be conservative if it is irrotational, meaning that
DyFy = D1Fy

(and similarly for other mixtures of derivatives if there are more than two variables), assuming that it's
differentiable in the first place.

Conversely, a closed differential form or an irrotational vector field must be exact or conservative (re-
spectively) if its domain is precisely-simply connected, which means that any simple closed curve (one
that doesn't intersect itself except where its two endpoints are equal) in the domain of the differential form
or the vector field is the boundary of a region that lies entirely within that domain. (The domain is simply
connected if it is both path-connected and precisely-simply connected. Conversely, it is precisely-simply
connected if each of its path-connected components is simply connected. If you take a class in Topology
such as MATH 471 at UNL, then you'll learn dozens of specific terms like these.) But a full discussion of
the reasons for this must wait until Chapter 8.
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6.1

6 Multiple integrals

In multivariable Calculus, we can also integrate with respect to more than one variable at a time. (But in
practice, you usually work out these integrals by treating each variable in turn using the theorems from
Section 6.2 on the next page.)

Notation

If you have a relation R (between 2 variables), you can think of this as a set of ordered pairs, defining
a region in the coordinate plane; if you also have a function f of 2 variables, then you can try to integrate
f on R. Similarly, if R is relation between 3 variables, then you can think of this as a region in 3-dimen-
sional space; if f is now a function of 3 variables, then you can again try to integrate f on R.

These may be written [, f, or [, \cpf(z,y) (in 2 dimensions) or [, _pf(2,y,2) (in 3 dimensions)
for more detail. But to really specify what is being integrated, the proper notation is

Sy (o) ld A dyl

(in 2 dimensions) or
Sy mrend @02 1da A dy A d

(in 3 dimensions), which will be explained in Section 6.5 starting on page 60. Most people don't write all
of this out, however; in particular, the textbook writes [[ f(2,y)dzdy (in 2 dimensions) or [f[,f(z,y, 2)
dz dydz (in 3 dimensions); the repeated integral symbols are actually unnecessary in context, but other-
wise this is a simplification of the proper notation that I wrote above.

Note that in any specific example (say in 2 dimensions), the statement that (x,y) € R and the ex-
pression f(z,y) will be replaced with a more explicit statement and a more explicit expression. For exam-
ple, if R={z,y |22 +y? <1} and f = (z,y — 2+ 3y) (that is, f(z,y) = 22 + 3y for all x and y), then
I(m,y)eRf(I’ y) |dz A dy| becomes

jm2+y2§1(2$ + 3y) |dx A dyl,

and you would often write this without directly mentioning either R or f.

Another notation is to write dA and dV in place of |dz A dy| and |da A dy A dz| respectively, but note
that these are not the differentials of any quantities A and V'; you can write d in place of d to avoid this
misleading impression, but hardly anybody ever does that. In any case, whether you write it |dz A dy|,
dz dy, dA, or dA, this part of the integrand is called the area element; similarly, |dz A dy A dz|, dedy dz,
dV, and dV are all ways to write the volume element.

The textbook defines these integrals formally as a limit of Riemann sums created by dividing the re-
gion R into rectangles with horizontal and vertical sides. I prefer to define them by dividing R into trian-
gles with sides in arbitrary directions. Either way, you tag such a partition of R so that each part (each
rectangle or triangle) is tagged with a specific point, evaluate f at that point, multiply by the area of the
part (since the areas of rectangles and triangles are easy to calculate), and add these up. The limit as the
length of the largest side of any part goes to zero, if it exists, is the value of the Riemann integral. (I am
speaking here as if we are in 2 dimensions; in 3 dimensions, replace rectangles with boxes, triangles with
tetrahedrons, and areas with volumes. This can also be generalized to higher dimensions.)

The two definitions are equivalent, basically because rectangles can always be divided further into tri-
angles by cutting them in half (and boxes can be divided into tetrahedrons by cutting them into sixths,
etc). Proving equivalence in the other direction is trickier, because you can't divide triangles into rectan-
gles (much less ones parallel to the coordinate axes as the textbook requires); however, you can divide any
triangle almost completely into small rectangles, with only a small part left over, and this small leftover
part becomes arbitrarily small with sufficiently small rectangles. This is enough to make the proof work
when it's written out in full, but I won't get into that level of detail here.
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6.2 The Fubini theorems

As a practical matter, evaluating these integrals depends on these theorems:

1. The integral of a continuous function on a compact (that is closed and bounded) region always exists:
f(z y)eDf(x, y) |dz A dy| exists if f is continuous and D is compact (and similarly in more variables).

2. If two regions Dy and D are completely disjoint (no overlap at all), or if their overlap is contained
within a single point/line/plane/etc of fewer dimensions than the overall number of variables, and if a
function f has integrals on both of these regions, then the integral of f on their union (the combined
region Dy U Ds) also exists and is the sum of the separate integrals:

(ey)ldendyl = [ fy)ldenadyl+ [ ) |deady

(z,y)€D1
(and similarly in more variables) if the integrals on the right exist and the overlap has a smaller di-
mension.

Lm,y)eD1 UDs f

3. In any double (or higher) integral, if two of the variables are swapped in both the function being in-
tegrated and in the region over which it is integrated (or equivalently, by renaming the variables, by
swapping the variables only within the area/volume/etc element), then the result is the same (so that
if either integral exists, then so does the other, and then they are equal):

f(m)y)eDf(UC, y)|de Ady| = f(m)y)eDf(x, y) |dy A dz|

(and similarly in more variables).

4. For a region D in 2 dimensions, if there are constants a and b with a < b and continuous functions g
and h (each of 1 variable) such that (x,y) € D if and only if a < 2 < b and g(z) <y < h(zx), and if
g(x) < h(z) whenever a < x < b, then the integral of any continuous function f on D is the same as a
corresponding iterated integral:

Lz,y)GDf(x7 y) |d.’L‘ A dyl - fb (fh(z) )f(:E, y) dy) dz.

z=a \Jy=g(z
Technically, the inner integral here is an integral along a curve (actually a straight line segment) in
the (z,y)-plane, as in Chapter 5, with a constant value of x.

5. For a region D in 3 (or more) variables, if there are a compact region R in 2 variables (or in general
a compact region of one fewer dimension) and continuous functions g and & of 2 variables each (or in
general with the same number of variables as R has dimensions) such that (z,y,z) € D if and only if
(z,y) € Rand g(z,y) < z < h(z,y), and if g(z,y) < h(z,y) whenever (z,y) € R (or similarly in more
variables), then the integral of any continuous function f on D is the same as a corresponding iterat-
ed integral:

h(z,y)
Lm,y,z)eDf(x7 y,z) |de Ady Adz| = Lz,y)eR(f f(z,y,2) dz) |dz A dy

z=g(z,y)
(and similarly in more variables).

The last two of these are the Fubini Theorem (for Riemann integrals of continuous functions).

By itself, the Fubini Theorem only works for regions of particular shapes, but the other theorems
combine to make it more useful. First of all, Theorem 3 allows us to put the variables in whatever or-
der we like. Even so, the regions still require particular shapes; we can just orient those however we wish.
Theorem 2, at least in many cases, allows us to divide a region up into smaller regions appropriate for the
Fubini Theorem; the only question is whether the integrals exist. Theorem 1 guarantees this existence for
continuous functions.

So using these in order, if you want to integrate over a crazy region, then divide the region into pieces
of suitable shape. If the function is continuous and these smaller regions are all compact, then you know
that their integrals exist; and if the regions overlap only slightly, then you can recover the answer to the
original problem by adding them up. Finally, to get the integrals on these small regions, think of the vari-
ables as coming in whichever order works best, and use the Fubini Theorem (possibly more than once) to
replace double and triple integrals with iterated integrals. Hopefully, these will be integrals that you can
do!
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6.3 Systems of inequalities

In order to set up multiple integrals, it is necessary to solve systems of inequalities, a topic that isn't
given much attention in Algebra courses. It's also necessary to present the solutions in a specific form. For
purposes of multiple integration, a system of inequalities is solved if it takes a form such as this:

7

(z),

(2, 9);

where x, y, and z are the variables in the system, a and b are constants with a < b, f and g are functions
with the property that f(x) < g(z) whenever a < 2 < b, and h and k are functions of two variables such
that h(z,y) < k(z,y) whenever a < < b and f(z) <y < g(x). (In other words, as you go through the
inequalities in the list, if you have values of the variables so far that make all of the inequalities true so

far, then there is at least one value of the next variable that also makes the next inequality true.)
This solution corresponds to an iterated integral of the form

fbfg(w)fk(m7y) - -dzdydzx.

aJf(z) Jh(z,y)

Of course, there could be more or fewer than 3 variables, and they don't have to come in alphabetical or-
der. Also, we will consider the system solved if it's broken into cases, each of which takes the form above.
(This corresponds to when you must write a sum of iterated integrals.) In principle, some or all of the in-
equalities in a system of inequalities (and hence, typically, in its solution) could be strict, although the
ones that we need will always be weak (so that the domain of integration will be closed). Similarly, one
side or the other of some or all of the compound inequalities could be left out, but ours will never do this
(so that the domain of integration will be bounded, at least when the functions that appear in the solution
are are all continuous, so that the Extreme Value Theorem applies).

One way to solve inequalities is to turn them into equations first, then test potential solutions on each
side of the solutions to the equations. (This also requires the expressions involved to be continuous, so
that the Intermediate Value Theorem applies.) For compound inequalities such as we have here, the di-
rection of the inequality is usually straightforward. Besides that, often a domain of integration is given as
bounded by certain equations rather than by inequalities, and then you have no choice but to start with
the equations.

Sometimes the relevant equations will have only one solution (or even none), and you'll find the oth-
er bound (or even both) by setting the two bounds on the next line equal. For example, in the solution
template above, you might find a and/or b as the solutions to f(x) = g(x) rather than directly from giv-
en equations or inequalities. (Another way to think of this is that you get a < x < b as the solution to
f(z) < g(z).) Similarly, you might find f and/or g by solving h(x,y) = k(x,y) for y.

For example, let's solve this system of inequalities:

b
g
k

IN A IA
INIAIA

b

r) <y
h(z,y) <z

x>0,
y =0,
z >0,
r+y+z<1.
I'll start at the bottom and work my way up. I could start with any variable, but to match the pattern
at the beginning of this section, I'll start with z. If I start with the equations 2 =0 and x +y + 2z =1 (by

turning the inequalities that involve z into equations), then the solutions for z are 0 and 1 — z — y. Set-
ting these equal and solving for y, I get y = 1 — x; turning the only remaining inequality involving y into
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an equation, I also get y = 0. Setting 1 — = and 0 equal, I get x = 1; turning the last remaining inequality,
involving only z, into an equation, I get = 0. At this point, my results look like this:

rz=1,0;
z=0,1—2—y.

I still need to turn these into compound inequalities. Obviously, 1 > 0. Choosing a number in between,
such as 1/2, for z, I see that 1 — 2 > 0, because 1 — 2 = 1/2 when = = 1/2. Keeping x = 1/2 and choos-
ing a number between 0 and 1/2, such as 1/4, for y, I see that 0 < 1 — 2 — y = 1/4. Therefore, the final
solution is

0<x<1,

0<y<1l-—uz,

0<z<1l—2z—y.

So to integate over this region, I'd set up an integral of the form

folfolimfoliziy rdzdyde

If the previous example were given simply as the region bounded by the coordinate planes and the
plane with = + y + z = 1, then I would have to solve it pretty much as above, with equations. Howev-
er, since it was given originally as a system of inequalities, I could also have solved it using entirely in-
equalities and no equations. Then I would solve the inequality z +y + 2z < 1 for z to get 2 <1 —x — y,
then combine this with z > 0 to get the compound inequality 0 < z < 1 — 2z — y. But this can only ap-
pear in the solution when 0 < 1 — x — y; solving this for y, I get y < 1 — 2. Combining this with y > 0, I
get 0 <y <1—xz. And this is only valid when 0 <1 — z, so < 1, which combines with > 0 to produce
0 <z < 1. At this point, the solution is complete:

0<x<1,
0<y<l—uz,
0<z2<1l—2—y.

(But it's easy to get turned around with inequalities, so I usually treat everything as equations first and
then figure out the directions of the final inequalities afterwards.)

You might also start with an integral and want to turn it into a system of inequalities (perhaps be-
cause you want to rearrange the order of the variables.) You can turn it directly into a system of com-
pound inequalities, but when you look at the inequalities that make these up, some of them are redun-
dant. For example, suppose that you start with

folfol_wfol_w_y - dzdyda.

0<x<1,
0<y<l—u,
0<z2<1l—2—y;

This immediately becomes the system

this can be further broken down into
z>0,x<1,

y=20,y<l-u,
220, z<1—2z—y.
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6.4

However, moving from the bottom up, you can see that 0 <2 <1—z —yimpliesy <1 —2z,and 0 <y <
1 — z implies < 1. Therefore, the only inequalities directly needed are

z>0,y>0,2>20,2<1—2x—y,

which is pretty much the system that I began with when I worked this example the other way. (You could
also work with equations rather than inequalities to spot the redundant ones, as long as you can count on
the original integral being set up properly.) Now you can solve with the variables in a different order if
you wish.

In this way, all of the problems setting up integrals can be solved with Algebra even if you can't get a
clear picture of the region of integration on a graph.

Change of variables in single integrals

I often say that the differentials in expressions such as 3dx + 22 dy + ¥ dz, f;:03:102 dz, and dy/dx can
and should be treated literally, not merely as mnemonics for appreciable changes in a limit or an approxi-
mation. For this to work in multiple (double, triple, etc) integrals, this requires a little care.

One example of how it's useful to take differentials literally is that one can do a change of variables in
a single-variable integral by calculating with differentials; for example, to integrate v/1 — 22 dz (say from
z=0toxz=1),let u=asinz, so that x = sinu and dz = cosudu, and calculate:

/2

o
u=0 4

1 asin 1 /2 1 1
— 72 — (S 2 _ 2 _ (4t 1.
L:O\/l x2dx = f 1 — (sinu)“(cosudu) = f , Cos udu = ( u+ 7 5o (2u))

u=asin 0 u= 2

(Incidentally, to integrate cos? u du, I used the trigonometric identity that cos? = 1/2 + 1/2 cos (26).
This, along with sin? = 1/2 — 1/2 cos (26), will come up a lot in the rest of this course.) You can even
develop a general formula for this change of variables:

asin b

(x)dx = j f(sinu) cosu du.

r=a u=asin a

If you use this formula with a = 0, b =1, and f(z) = v/1 — 22 for all z, then you recover the previous cal-
culation. (This is really the same idea that I used for integrating along curves in Chapter 5.)

There is one big difference between single-variable integrals as they are usually done in Calculus and
multiple integrals: single-variable integrals are oriented (Lf:a is the integral as x runs from a to b, whereas
f;:b is the integral as = runs from b to a, regardless of whether @ < b or b < a), while multiple integrals
are unoriented (f(%y) cr 18 the integral on the region R in the (z,y)-plane, without specifying any par-
ticular direction in that region). In other words, single-variable integrals are like integrals along oriented
curves (as in Section 15.2 of the textbook), while multiple integrals are like integrals on unoriented curves
(as in Section 15.1). So, to make the single-variable example above more like a multiple integral, I'll write

it as
f V1—22|dz|.
0<z<1

You can interpret this directly as an integral on a curve, where the curve in question (actually a straight
line segment) is the interval [0, 1] on the real number line. Like integrals on unoriented curves in higher di-
mensions, this needs |dz| = v/da? so that the orientation (from 0 to 1 or from 1 to 0) makes no difference:

1

fogmgl\/ﬁmﬂ - L:Omdw _ g and
0

f0§z§1m|d‘r| = jz:1M(—1)dx =T

4

Here, |dz| = dz in the first calculuation, because z is increasing from 0 to 1, while |dz| = —dx in the next
calculation, because x is decreasing from 1 to 0; the final result is the same either way.
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6.5

Then to redo the subsitution u = asin z, instead of simply dz = cosu du, what really matters is that
|dz| = |cosu du| = |cosu||du| = cosu|dul.

(I can simplify |cosu| to cosu because u = asin x means that —7/2 < u < /2, so that cosu > 0. Actual-

ly, I already used this fact, when I simplified v/1 — sin? u to cosu instead of to |cosu|.) Now the general
formula for the substitution is

Lgxgbf(fc) |dz| = f F(sinu) cosu |dul,

asin a<u<asin b

and the specific example is

jogmg V1—a?|dr| = jo MCOSu |du| = L:Zj cos? du = E

1

<u<m/2

To actually evaluate this integral, I had to switch from fogugw/2 to Lf:/?) and turn |du| into du (because u
is increasing from 0 to 7/2); you should think of this as the one-dimensional analogue of turning a multi-
ple integral into an iterated integral (where again the normal way of doing this sets up the bounds on the
integrals so that the variables are increasing).

Although I gave a general formula for the substitution v = asinx, I can give an even more general
formula, for an arbitrary substitution, where u is an arbitrary function of = (well, as long as that func-
tion is one-to-one and has a differentiable inverse). To make it look more like the formulas for multiple
integrals, I'll write this as = g(u); since g is one-to-one, however, you can also write u = g~*(z). Then
dz = ¢'(u) du, so

faﬁmﬁbf(x) |d:E| - fgfl(a)Sungl(b)f(g(u)) |g/(u)| |du|

if g (and hence g~!) is increasing, or

fagmgbf(x) |d!E| - qufl(b)guggfl(a)f(g(u)) |g/(u)| |du|

if g (and hence g~1) is decreasing. (A one-to-one function defined on an interval must be either increasing
or decreasing to be continuous; otherwise, it would violate the Intermediate Value Theorem.)

To avoid the ambiguity of whether g is increasing or decreasing (and to make things look even more
like the multi-variable case), I'll write x € R instead of a < x < b, so that R is the interval [a, b], and I'll
write f(u) € R instead of either g71(a) < u < g=1(b) or g7(b) < u < g~ '(a). Then the formula is

J@ldel= [ f(g(w) 19/ (w)]|dul.

g(u)ER
This is the complete analogue of the change-of-variables formula for double integrals that appears on page 63
in Section 6.6.

The wedge product

There is another complication that only appears with more than one variable. On page 55, I wrote the
double integral of f on R as

Joyyen! (9 1da A dyl.

You can already see where the absolute value is coming from; as with |dz| in the one-variable case, it's be-
cause we're integrating over an unoriented region R. But now I want to explain the wedge (A).

The wedge product of differential forms is kind of like the cross product of vectors; however, in-
stead of trying to interpret it as another vector (or a scalar), it is simply another differential form, but
one of higher ‘rank’ than the original forms. (Just as the operation that produces the cross product may
be called outer multiplication of vectors, so the operation that produces the wedge product may be called
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exterior multiplication of differential forms, but the term ‘wedge product’ is much more common.) You've
used differential forms earlier in this course; those have rank 1, and they can be evaluted at a point and a
vector. To evaluate a differential form of rank 2, you need a point and 2 vectors; to evaluate a differential
form of rank 3, you need a point and 3 vectors; and so on.

The wedge product also involves subtracting one thing from another (again like the cross product); if
a and f are 1-forms (differential forms of rank 1, as we've been using so far), Py is a point, and vy and vy
are vectors, then

(anB)p=p,, = %a|P:P0, Blp=p,, — %a|P:P0, Bl p=p, -
dP=vi,v2 dP=v; dP=vs dP=vs dP=v1

That is, to evaluate the wedge product o A 5 at a point Py and two vectors vy and ve, first evaluate o at
Py and v; and evaluate 8 at Py and vo, multiply the results, then swap which vector goes with which dif-
ferential form, evaluate and multiply again, then subtract the two products, and divide by 2. For example,
if « = 2?2dz + 2y dy, B =y*dr — xydy, Py = (2,3), vi = (0.01,0.04), and vo = (—0.01,0), then

((x2 dz + zydy) A (y2 dx — zy dx)) | (2.9)=(2,3),
d(z,y)=(0.01,0.04),(—0.01,0)

1
= 5(962 dz + 2y dy)| (2,)=(2.3), (v? dz — 2y dy)| (2 )=(2,3),
(dz,dy)=(0.01,0.04) (dx,dy)=(—0.01,0)

1
- 5(962 dz + 2y dY)| (z,4)=(2.3). (v dz — 2y dy)| (2 )=(2.3),
(dz,dy)=(—0.01,0) (dz,dy)=(0.01,0.04)

((2)%(0.01) + (2)(3)(0.04)) ((3)*(—0.01) — (2)(3)(0))

N~

— 5 (@7 (-001) + 2)3)() (3)0.01) - ()(3)(0.09)

= (0.28)(—0.09) — (—0.04)(—0.15) = —0.0156.

To see what |dz A dy| has to do with area, look at a triangle whose sides are given by vectors vq =
(a,by, vo = {(¢,d), and v3 = vo — vi = (¢ — a,d — b). If you evaluate |dz A dy| at (any point and) v; and vs,
then you really get the area of this triangle:

1 1 1 1
|dz /\dyl}(dw,dy>:<a,b>,(c,d> = [(d2 A )| (4p.ay)— (a5). (et | = 5(@)(d) = 5(0)(e)| = 5 lad — be| = S [vi x V3,

which is indeed the area of the triangle (half the area of a parallelogram). This is ultimately why |dz A dy|
is the right thing to use as the area element in an integral. (Note that the same result comes from using
vs in place of either vy or vo, or by swapping the order of the vectors or using the opposites of either or
both vectors, thereby covering all of the ways to describe the triangle by giving vectors to represent two of
its three sides.)

A few basic properties of the wedge product follow immediately from the definition:

a A (uf) = (ua) A B = u(a A B);
(a+B)Ny=aAy+BAY;
aN(B+y)=aAB+aly;

alfB=—-0BAa;
aNa=0,

where «, 8, and v are 1-forms and w is a O-form, that is an ordinary non-differential quantity. (What these
equations technically mean is that if you evaluate each side at the same point and vectors, then you'll get
the same result on both sides, assuming that the operations appearing in the expressions are defined.) So
if you treat the wedge product as a kind of multiplication, then you can use the ordinary rules of algebra,
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6.6

so long as you keep track of the order of multiplication in the wedge product and throw in a minus sign
whenever you reverse the order of multiplication of two 1-forms (similarly to the cross product of vectors).

To see how this works, revisit the example above where a = 22 dz + zy dy and 8 = y* dr — xydy.
The wedge product a A 8 can be simplified as follows:

aAB = (z*de + zydy) A (y* de — zy dy) *
= (2% da) A (y* da) + (2% da) A (—zy dy) + (zy dy) A (y° dz) + (zy dy) A (—zy dy)
= (2%)(y*)(dz A dz) + (2?)(—2y)(dz A dy) + (2y) (y?)(dy A dz) + (zy)(—2y)(dy A dy)
= 2%9y%(0) — 23y dz A dy + 2y (—dz A dy) — 22y?(0) *
= (—=23y —xy®)do Ady = —zy(2? + y?) dz A dy. *

I've written this out in detail so that each step uses only one of the basic algebraic properties of the wedge
product; but with a little practice, you should only need to write down the lines with asterisks after them.
When you multiply the expressions (think FOIL), make sure to keep track of the order in which you mul-
tiply the differentials; if you multiply a differential by itself (such as dz A dz), then you get zero, and if
you multiply differentials in an order different from the order that you prefer (such as dy A dz instead of
dzx A dy if you prefer alphabetical order), then you can rearrange the order if you throw in a minus sign
whenever two differentials switch places. In this way, you can go from the first line in the calculation above
to the next line with an asterisk, skipping over the lines in between. (With a little more practice, you can
even skip that line and go straight from the first line to the last line.)
To check that this simplification of o A 3 is correct, I'll evaluate it again at Py = (2,3), v1 = (0.01,0.04),
and vo = (—0.01,0). I get
(—zy(2® 4+ y?) dz A dy)| (2.9)=(2,3),
d(w,y)=(0.01,0.04),(—0.01,0)
= (—ﬂﬂy(l‘z + ZJQ)) |(m)y):(213) (dz A dy)|(dm,dy):<0.0170.04>,(—0.01,0)

=-2)3)((2)* + (3)%) (%(0.01)(0) - %(0.04)(—0.01)) = —0.0156,

the same result as before. (Technically, what makes the original and simplified versions of o A § equal to
each other as differential forms is precisely that you will get the same results when evaluating them as
long as you use the same point and vectors, no matter which point and vectors those are.)

To define a wedge product between forms of higher rank, you have to add and subtract all possible
permutations of the possible orders in which to write the vectors at which the result is evaluated. Keeping
track of all of this in a general formula is complicated, but the important point for our calculations is that
the rules above continue to apply, and additionally we have an associative law for wedge products:

(@AB)Ay=an(BA7).

(This associative law is not true for cross products of vectors, so the wedge product is easier to work with.)
We will not actually need to evaluate these higher-rank forms in this course; what's necessary is to work
with them algebraically. In other words, the only calculation in this section that is really useful for this
course is the one with the asterisks near the top of this page.

Change of variables in multiple integrals

I'm now ready to explain change of variables in multiple integrals. If z = g(u,v) and y = h(u,v), where g
and h are fixed differentiable binary functions, then
dz A dy = (D1g(u,v) du + Dag(u,v) dv) A (D1h(u,v) du + Dah(u,v) dv)
= Dig(u,v)D1h(u,v) du A du + D1g(u,v)Dah(u,v) du A dv
+ Dag(u,v)D1h(u,v)dv A du + Dag(u, v) Dah(u,v)dv A dv
=0+ Dyg(u,v)D2h(u,v)du A dv — Dag(u,v)D1h(u,v)du Adv +0
= (D1g(u,v)D2h(u,v) — Dag(u,v)Dih(u,v)) du A do.

Page 62 of 79



In other words,

You can also write this as

do Ady = ggz’ z; du A dv,

St _ (22 (22) - (22) (&) =|Gmpom. Gui.

is the Jacobian determinant of (x,y) with respect to (u,v). (Notice that this is the determinant of the
Jacobian matriz from Section 4.8. The Jacobian matrix is indicated with d/d, while the Jacobian determi-
nant is indicated with 9/9.)

The general formula for change of variables now simply requires absolute values:

where

0
Lm,y)GRf(x’y) |da A dy| = fg(u,v), hu,v)) ' (@,9) ’ |du A dv|,

f(g(u,v)>h(uwv))€R (u,v)

as long as (g, h) is jointly one-to-one (meaning that (u1,v1) = (u2,v2) whenever (g(u1,v1), h(ui,v1)) =
(g(uQ, v2), h(uz, vg))). It actually still works even if this one-to-one condition is violated, so long as the
exceptions form a space of smaller dimension. (I'll explain this by way of example on the next page, in the
discussion of polar coordinates in Section 6.7.)

(Besides its usual abbreviations, the textbook's version of this formula, which is Theorem 3 on page 833
in Section 14.8, writes, in effect, (u,v) € G instead of (g(u,v), h(u,v)) € R for the domain of the integral
on the right-hand side, where G is effectively defined to be {u,v | (g9(u,v), h(u,v)) € R}. This G is called
the preimage of R under (g, h). But this means that (u,v) € G precisely when (g(u,v), h(u,v)) € R, so
these integrals say the same thing, and there is no need to mention G explicitly. In practice, R is given
by some inequalities involving z and y, and you just need to replace those two variables with g(u,v) and
h(u,v) respectively, just like you do in the integrand f(z,y).)

The general formula in 3 dimensions is similar, but more complicated:

Jooy et @) 1da A dy A d

_ Az, y,2)

B j(g(u,v,w),h(u,v,w),k(u,v,w))ERf(g(U7’U7w), h(U7’U7’LU)7 k(u, v w)) '8(u, v, ’U})
where
=) () ) -G (5 ) (@) () (&), (5)
I(u,v,w)  \du v NOU ou ow/,, ou/, ,\Nov/, Now/,
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as long as (f, g, h) is jointly one-to-one (or close to it).
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6.7 Polar coordinates

Polar coordinates are a widely used example. (See Sections 2.8-2.10 if you need to review how these work,
especially in 3 dimensions.) In 2 dimensions, using z = rcosf and y = rsin6,

dz Ady = (cos@dr — rsin@df) A (sinfdr + rcos 6 db)
= cosfsinf (0) + 7 cos® O (dr A df) — rsin? 6 (—dr A df) — r* sin 6 cos 0 (0)
= (rcos’0 +rsin?0) dr Adf = rdr A d6,

S0
|dz A dy| = |r| |dr AdE| = 7 |dr A O]

as long as we only use coordinates where r > 0 (which is always possible). In 3 dimensions, throwing in z
gives cylindrical coordinates:

|dz Ady Adz| = |r||dz Adr AdE| =r|dz Adr A dE.

Then switching from (z,7) to (p, ¢) in exactly the same way that polar coordinates switch from (x,y)
to (r,0) (so z = pcos¢ and r = psin @) gives spherical coordinates:

|dz A dy A dz| = |r||p||dp A dp A dB] = p? [sin | |dp A dg A dB] = p®sin ¢ |dp A de A dB)

if r>0and p> 0. (Since r = psing, if r > 0 and p > 0, then sin¢ > 0 too.)

These must all be used with restrictions on the allowed values of the polar coordinates, in order for
the change of variables to be one-to-one (mostly). The usual choices are r > 0,0 <6 < 27, p >0, and 0 <
¢ < m. (These are consistent, since 7 = psin¢ > 0 when p > 0 and 0 < ¢ < 7.) If you don't use r > 0 and
p > 0, then you need more absolute values in the formulas, and 0 < ¢ < 7 is the only good choice for ¢
(since it produces ¢ = asin (r/p) when p # 0), but people sometimes use —7 < 0 <7 or —7/2 < 6 < 37/2
instead of 0 < 8 < 27, especially when integrating over a region that doesn't go all of the way around.
Any choice a < 0 < b is valid as long as b — a = 2x. In other words, if you want the map (g, h) from (r,6)
to (x,y) to be one-to-one (or close to it), then you can't simply use g(z,y) = rcosf and h(z,y) = rsin6,
because that is far from one-to-one; instead, you must use g(z,y) = rcos for r > 0, 0 < 6 < 27, and
h(z,y) =rsind for r > 0, 0 < 0 < 27, or something else with similar restrictions.

Whatever you use for 6, there is overlap where 6 comes back to where it started, since sina = sinb
and cosa = cosb when b — a = 27 (and 6 only appears in those forms). However, this is contained with-
in a single line in 2 dimensions and contained within a single plane in 3 dimensions, which doesn't affect
the value of any integral. Besides this, all values of 6 produce the same result when r = 0, but again, this
is contained within a single line in 2 dimensions and contained within a single plane in 3 dimensions. (It
looks even lower in dimension in rectangular coordinates, a point in the (z,y)-plane and a line in (z,y, 2)-
space, but the dimensions that matter are in the (r, §)-plane and in (z,r,#)-space.) Similarly, all values
of ¢ produce the same result when p = 0, but this is contained within a single plane (in (p, ¢, 8)-space).

Therefore,

f(m y)eRf(:zz, y) |dz Ady| = j(moswsm oen flrcosf,rsin@)r|dr A d);

r>0, 0<6<27w

also,
flz,y,2) |de Ady Adz| = f(Tcos@,rsinG,z)ER, f(rcosO,rsind, z)r|dz Adr AdbJ;

r>0, 0<0<2n

j(z,y,z)GR
finally,

f(m)y)z)eRf(x, y,2) |[dz A dy A dz|

= j(psm(pcoseypsmmineypcoswe& f(psingcosb, pcosdsinb, pcos ) p*sin |dp A dg A d)|.
20, 0<$<m, 0<0<2w
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The textbook has these same formulas in Sections 14.4 and 14.7, but it derives them by geometric argu-
ments instead of by calculating them. (It does calculate them in Section 14.8, although it uses the Jaco-
bian determinant instead of the wedge product.)

The restrictions on polar coordinates give us some default bounds on the integrals; in 2 dimensions,
an iterated integral in polar coordinates usually looks like

f;:ofr;o cordrdd,

with the upper bound on r as the only bound with no default. However, this is not always correct, since
the condition that (rcosf,rsinf) € R could always restrict the variables even further. Integrals in cylin-
drical coordinates usually look similar, except that there will be an integral with respect to z in there as
well (and there are no default bounds on z). Finally, integrals in spherical coordinates usually look like

LZOLT:OL;O - psingpdpdedo,

with only one bound (out of a potential six) to find; but again, not always.
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7.1

7 Integration on surfaces

Just as you can integrate a differential 1-form (the ordinary kind without the wedge product) on an ori-
ented curve, so you can integrate a differential 2-form (two 1-forms multiplied together by the wedge
product or an expression built out of such products) on an oriented surface. (Similarly, you can integrate
a differential 3-form on an oriented region of space, and so on for higher rank forms in spaces of higher di-
mension, but we're not doing any of that except for the volume integrals that we already covered in Chap-
ter 6.)

Similarly, just as you can integrate a vector field along an oriented curve by taking a dot product with
dr to get a differential 1-form and you can also integrate a vector field across a pseudooriented curve by
taking a cross product with dr to get a differential pseudo-1-form (and then reintepreting this as an honest
differential 1-form on an oriented curve), so you can integrate a vector field across a pseudooriented sur-
face by taking a dot product with dS to get a differential pseudo-2-form (and then reintepreting this as an
honest differential 2-form on an oriented surface).

So now I need to explain how to do that.

Parametrizing surfaces

Just as you use 1 parameter (often called t) to parametrize a curve, so you use 2 variables (often called
u and v) to parametrize a surface. For example, on the surface of the unit sphere (the sphere of radius 1
centred at (x,y,z) = (0,0,0)), we can use spherical coordinates with p = 1, so that

x =71cosf = psin¢cosh = sin ¢ cos b,
y =rsinf = psin¢sinf = sin psin 6, and
z = pcosf = cosf.

That is, ¢ and 6 are the parameters. (You can call them « and v instead, but it's convenient to call them
by more familiar names when possible.) Strictly speaking, the parametrization should also indicate the
range of values taken by the parameters; in this case,

0<op<m 0<6<2m.

Now I have made this sphere into a parametrized surface (in 3-dimensional space).

In general, you can use ¢ and 6 as parameters whenever the surface can be described by giving p as
a function of ¢ and . (In the example above, that function was the constant function with value 1.) Be-
sides using spherical coordinates, cylindrical coordinates are also often useful for parametrization. Most of-
ten, you'll use r and € as the parameters, but sometimes you'll use z and 6; in any case, you'll need a way
to express the other variable as a function of the two that you're using as parameters. Then using z =
rcosf and y = rsinf, you have x, y, and z all given as functions of the parameters. Finally, if you can ex-
press z as a function of z and y, then you can use x and y themselves as the parameters. (You could also
use z and z or y and z, as long as the missing variable is given as a function of the two that you use.)

While most examples will use familiar coordinates as the parameters, in general, so long as you have
P = (z,y, z) given as a point-valued function of two variables u and v, then the range of this function is a
parametrized surface. For purposes of integrals, this function should ideally be one-to-one, but as long
as the overlap is contained within a few lines in the (u,v)-plane, then it won't affect the value of any inte-
grals. (This is the same condition as for change of variables in a double integral.) In the case of cylindrical
coordinates, the overlap is when 6 is 0 or 27, or (if r is being used as a parameter) when r = 0; but these
are contained within lines. In the case of spherical coordinates, the overlap is when 6 is 0 or 27 again,
when ¢ = 0, or when ¢ = m; again, these are contained within lines. So cylindrical and spherical coordi-
nates are always acceptable for integrals. (With rectangular coordinates, there is no overlap, so they are
definitely acceptable.)
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7.2

7.3

Orienting surfaces

In the case of a curve, there are two ways to go along the curve, giving two orientations. In the case of a
surface, there are many ways to go along it, but if you start going in some direction, then you can turn
from that direction in one way or the other; these give the two orientations of the surface. (Actually,

not every surface can be oriented; a Mobius strip is a famous example of a surface that cannot be oriented
continuously everywhere. However, any parametrized surface can be broken into pieces on which it can

be oriented, so it is possible to do some integrals on unorientable surfaces, as long as they are integrals
whose values don't depend on the orientation. Surface area and other integrals of scalar fields, discussed in
Section 7.6 starting on page 70 below, are examples of these.)

A differential form such as du A dv matches the orientation of a surface if moving in the direction in
which u increases and then turning in the direction in which v increases matches the surface's orientation.
For example, the (z,y)-plane can be oriented clockwise or counterclockwise; dz A dy matches the counter-
clockwise orientation (if (x,y) is a counterclockwise coordinate system as usual), while dy A dz matches
the clockwise orientation.

It's often easier to think of a pseudoorientation of a surface, which (in a 3-dimensional space) is
a direction across the surface. The textbook never refers directly to orientations of surfaces, but only to
pseudoorientations, which it (confusingly) calls ‘orientations’. However, you can switch between orienta-
tions and pseudoorientations using the right-hand rule: if you curl the fingers of your right hand in the
direction of turning indicated by an orientation, then your thumb will point in the direction of crossing in-
dicated by the corresponding pseudoorientation. So the textbook applies this right-hand rule whenever it
needs an orientation but really has a pseudoorientation.

Defining surface integrals

As with other definitions of integrals, people never use this directly if they can help it, and you'll never
need to use it to solve any of the problems. But for the record, here it is.

So, suppose that you have a differential 2-form « written using the variables P = (z,y, z) and their
differentials, and an oriented surface in (x,y, z)-space, given by some parametrization function S (so that
P = (z,y,z) = S(u,v) on the surface) whose domain is a compact region R. Then we can try to inte-
grate « along the surface, by defining the integral

| a
P=5(u,v)

To form a Riemann sum to approximate this integral, divide the region R into n triangles, pick one
vertex of each triangle, and let vi and wy (where k = 1,2,...,n counts the triangles) be the vectors (in

the ambient (z,y, z)-space) from that vertex to the other two vertices; select which is v; and which is wy,
so that, when you turn from vj to wy, this matches the orientation of the surface. Finally, tag this parti-
tion with a point ¢j within each triangle. The Riemann sum is

ZMP:S(%), -

k=1 dP:uk,vk

If you require the lengths of all of the sides of the triangles to all be less than § and take the limit of all
such Riemann sums as § — 07, then the value of the integral is defined to be this limit, if it exists.

There is a theorem that this limit does exist, at least if « is piecewise continuous and S is piecewise
continuously differentiable (and sometimes otherwise); I don't know a nice proof of this directly, but you
can prove that it exists because the practical calculation method in Section 7.4 on the next page works.
Similarly, there is now a theorem that the value of this integral does not depend on the parametrization of
the surface, only the orientation.
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7.4 Calculating integrals

The practical method of evaluating an integral along a surface is to pick any convenient parametrization
(preferably one that is continuously differentiable) and put everything in terms of those parameters.

For example, I'll integrate z dx A dy on the top half of the unit sphere, oriented to turn clockwise
when viewed from above the sphere. I'll use the parametrization given on page 67 using spherical coor-

dinates:
x = sin ¢ cos b,
y =sin¢sinf,
Z = cos Q.

Since I only want the top half of the sphere, I use

0<¢p< =, 0<0<2m

T
2 3
Now I differentiate the parametrization:

dx = cos¢pcosfdp — sin¢sin6d6,
dy = cos ¢sinfd¢ + sin ¢ cos 6 d6,
dz = —sin¢p de.

Then
dz A dy = cos ¢psin ¢ cos? 0 de A df — sin ¢ cos ¢psin® 0 df A d¢ = sin ¢ cos pdg A d6.

(Remember that d¢ A d¢ and df A df are 0, so that half of the terms immediately vanish, and that dé A
d¢ = —do A d6, so that the other two terms can be combined into one.) Finally,

zdz A dy = sin ¢ cos? pdep A d6.

So, I am basically looking at

0<g<n/2, SINQ cos® pdedb,

0<6<2r
but I still need to think about the orientation. I really have d¢ A df rather than d¢ df, and this matches
an orientation in which I turn from a direction in which ¢ increases to a direction in which 6 increases.
But this appears counterclockwise from above, while the orientation of the surface is clockwise from above.
To fix this, I could rewrite the form to use df A d¢, or equivalently put in a minus sign wherever d¢ A d6
appears. So my real integral is

27 /2 . 9 o 27 < 1) _ 92
L:OL:O(_Smd)COS (b)d(bde_je:o 3 d9—_§7r'

You should be able to visualize this example geometrically well enough to see that the answer would
have to be negative. Since dx A dy matches an orientation in which you turn from a direction in which
x increases to a direction in which y increases, which appears counterclockwise from above, while the ori-
entation is supposed to be clockwise from above, the factor dz A dy will always contribute something neg-
ative. The factor z, on the other hand, will always contribute something positive, since z is always posi-
tive on the top half of the sphere. So, the product zdz A dy will always be negative, so the overall integral
must also be negative.
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In this way, you can integrate any continuous differential 2-form on any compact surface with a con-
tinuously differentiable parametrization, because this process will always leave you with a continuous dou-
ble integral to do. In case you like formulas, if x = f(u,v), y = g(u,v), and z = h(u,v), then

dxz%d —i—%dv—le(u,v)du—i—Dgf(u,v)dv,
ou v
8y dy
dy = == du + == dv = D1g(u,v) du + Dag(u,v) dv, and
Ou v
dz g du + %dv = Dih(u,v)du + Doh(u,v)dv,
0
[0y Oz 8y 8z)
dyAdz = (%81} D0 Du duAdv = (Dlg(u v)Dah(u,v) — Dag(u,v)D1h(u,v)) du A dv,
0z 0x 0z 0z
dz Adz = (au 50~ Do Du ) du A dv = (D1h(u,v) Dy f(u,v) — Dah(u,v)Dy f(u,v)) du A dv, and
_(0xdy Ox 8y) B )
dz Ady = (%% ~ 50 By du A dv = (D1 f(u,v)Dag(u,v) — Dy f(u,v)D1g(u,v)) du A dv;

thus, the most general exterior 2-form U dy Adz + V dz Adx + W dx A dy in 3 dimensions, where U =
F(z,y,2), V =G(x,y,2), and W = H(x,y, z), becomes

Oy 0z Jy 0z 0z Ox 0z Ox Oz Oy Oz Jy
(U%% “Voou T ouan " avou TV ouow " auou )d fdv
= F(f(”? U)? g(uu ’U), h(”a U)) (Dlg(u, U)D2h(u7 U) - Dgg(U, U)Dlh(u, ’U)) du N dv
+ G(f(uu U)u g(”v U)7 h(uu ’U)) (Dlh(u7 U)DZf(uu ’U) - D2h(u7 U)le(uv ’U)) du A dv
+ H(f(u,v), g(u,v), h(u,v)) (D1 f(u, v)Dag(u,v) — Dy f(u,v)D1g(u,v)) du A dv.

But I prefer to calculate dz, dy, and dz directly and apply the wedge products to the results, rather than
to use any of these formulas.

7.5 Integrating vector fields

In the textbook, you'll never be directly given differential forms to integrate (other than 1-forms to in-

tegrate along curves). In some of Section 15.6 and much of Sections 15.7 and 15.8 of that book, you in-
tegrate a vector field across a surface; to integrate the vector field F, you integrate the differential form
F(x,y, z) - dS, where dS is the oriented surface element

1, . oP 0P
(IS:§dP><dP:(dy/\dz,dz/\dx,dx/\dy> 8_X8_dU/\dU
u

(People often write dS as simply dS, although there is no quantity S that it is the differential of.) Here,
P = (z,y, z) as usual; the book prefers r = (x,y, z), but since dP = dr, partial derivatives of P and of r
are the same, so we can equally well write

1. or 0
a8 = 5 dridr = (dy A dz,dz A dz,dz A dy) = a—rxa—rd uAdv.

(When I write x between vector-valued differential forms, I mean to multiply them as vectors using the
cross product and as differential forms using the wedge product. Note that you get two minus signs when
switching the order of multiplication, so the result of multiplying dP = dr by itself is not zero but rather
twice something, and that something is what we mean by dS.)
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7.6

The middle formula for dS (the one without P or r in it) requires the use of the right-hand rule for
the cross product. This is because dS is really a pseudoform, meaning that it changes sign if you switch
between right-hand and left-hand rules. (Recall that multiplying vectors with the cross product similar-
ly results in a pseudovector, also called an axial vector.) In this way, it makes sense to integrate a vector
field through a pseudooriented surface; if you consistently use the left-hand rule instead of the right-hand
rule, then the final result will be the same.

(The textbook never writes dS or even dS; instead, it writes ndo, or rather ndo. But do is just
|dS||, the magnitude of dS; and n is just Eg, a unit vector in the direction of dS, that is a unit vector
perpendicular to the surface pointing in the direction given by its pseudoorientation. So ndo is really just
a complicated way of saying dS. To actually calculate n and do is a waste of time if dS is all that you
really want.)

So for example, integrating the vector field F(z,y, z) = (0,0, z) = zk through the top half of the unit
sphere pseudooriented downwards is the same as integrating the rank-2 differential form

F(x,y,2)-dS =(0,0,z2) - (dy Adz,dz Adz,dz Ady) =0+ 0+ zdz Ady = zdz A dy

on that hemisphere oriented clockwise when viewed from above, because turning the fingers of your right
hand clockwise results in your thumb pointing downwards. In the example in Section 7.4 on page 69, I
calculated this integral to be —2/37), and that is exactly how I would finish this problem.

Since the vector field that we integrated points upwards while the surface through which we integrat-
ed is pseudooriented downwards, you should expect the final result to be negative; guessing the sign of the
integral ahead of time like this can help you to avoid mistakes with orientation. (If you used the left-hand
rule instead, then you'd turn the fingers of your left hand counterclockwise to make your left thumb point
downwards, but you'd also use {dz A dy, dz A dz,dy A dz) for dS, and the final result would be the same.)

In case you like formulas, if F(z,y,2) = (U, V,W) = (F(z,y, 2), G(z,y, 2), H(z,y, z)), with = f(u,v),
y = g(u,v), and z = h(u,v), then you can use the formula at the end of Section 7.4 on page 70. But I pre-
fer to remember only to use F(z,y, z) - dS, where dS = (dy A dz,dz A dz, dx A dy), and then the rules for
taking differentials and wedge products will make everything come out correctly.

Integrating scalar fields

In Section 15.5 and some of Section 15.6 of the textbook, you integrate a scalar field (that is a function
of 3 variables) on a surface; to integrate the scalar field f, you integrate the differential form f(z,y, z) do,
where

@ Or

_ _ 2 2 2 el
do = |dS] = v/(dy A d2)? + (dz A da)? + (dz A dy) _'8u x o

|du A du|.

Because the differentials only appear inside a vector magnitude, square, or absolute value (depending on
which version you look at), orientation is irrelevant; instead, simply make sure that all parameters are in-
creasing in the iterated integral.

So for example, integrating the scalar field f(x,y, z) = z on the top half of the unit sphere is the same
as integrating the rank-2 differential form

flz,y,2z)do = Z\/(dy Ad2)? 4 (dz Ada)? + (dz A dy)?
on that hemisphere with either orientation. To work out that expression using the parameters ¢ and 6, 1
can use dz A dy = sin ¢ cos ¢ d¢ A df from earlier, but I also need to find dy A dz and dz A dz. T already
have the individual differentials from page 69, so

dy A dz = (cos ¢sin 6 d¢ + sin ¢ cos§ df) A (—sin ¢ dep) = sin? ¢ cos deé A df

and
dz Adz = (—sin¢dg) A (cos ¢ cosf dg — sin ¢sin§ df) = sin? ¢sinf de A db.
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Therefore, I am integrating

cos ¢\/sin4 ¢ cos? 6 (de A d9)2 + sin® ¢sin? 6 (df A d¢)2 + sin? ¢ cos? ¢ (do A d6‘)2
= cos ¢\/sin4 ¢ (dep A d9)2 + sin? ¢ cos? ¢ (do A d6‘)2 = cos ¢\/sin ¢ (do A d9)2 = singcos ¢ |do A d|.

(Here, I simplified v/sin? ¢ to sin ¢ rather than to |sin ¢|, since 0 < ¢ < m, so that sin¢$ > 0.)
The value of the integral is now

j fﬂ/2s1n¢>cos¢>d¢d9 - ji %d@ =

(You should expect the integral to be positive, since z is always positive on the top hemisphere.) We don't
have to think about orientation when setting up this iterated integral, since the integrand involves |d¢ A d6|
rather than d¢ A d6 itself; just make sure that the bounds are set up on the integrals so that each variable

is increasing.
If instead I simply want the area of this surface, then I can simply integrate do itself, which gives

j::of;r:/z singd¢dd = I::o df =27,

(And that is indeed the area of a hemisphere of radius 1.)
Again, in case you like formulas, if z = f(u,v), y = g(u,v), and z = h(u,v), then

2 2 2
dg_\/<@%_@%) +(%3_x_%3_$) +<%@_%@) (A d|

Judv Ovou oudv Ovou Judv Ovou

(Dlg(u,v)Dgh(u v) — Dgg(u,v)Dlh(u,v))2
+ (D1h(u,v) Dy f(u,v) — Dgh(u,v)le(u,v))2 |[du A do|.
+ (D1 f(u,v) Dag(u, v) = D f (u,v) Drg(u,v))?

But again, I prefer not to use this formula.
However, in the case where x and y are the parameters, that is where © = u, y = v, and z = h(u,v) =
h(z,y), then this simplifies to

do = \/(92/02)? + (92/9y)* + 1dA = \/|Vh(z,y)|* + 1dA

(where dA = |dz A dyl|), and this comes up fairly often (whenever the surface of integration is the graph of
a differentiable function h).
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8.1

8 The Stokes theorems

The Stokes theorems generalize the (second) Fundamental Theorem of Calculus. The basic idea is that
the integral of some differential form « on some manifold M (that is a curve, surface, etc) is equal to the
integral of an antidifferential of o on the boundary of M.

In the case of one-variable Calculus, the theorem is

J_ f@)de = FO) - Fla)
r=a

whenever f = F’. Here, f(z)dx is the differential form «; one of its antidifferentials is F'(x) (because the
differential of F(z) is d(F(z)) = F'(z) dz = f(z)dz = «). Also, the manifold M is the portion of the
number line where z lies between a and b, thought of as a curve oriented from x = a to = b; its bound-
ary consists of the points z = a and = = b, with * = a counted negatively and x = b positively. In place
of integrating the antidifferential F'(x) on these points, we evaluate it at those points and add the results
(which really involves a subtraction since one of them is counted negatively).

In higher dimensions, the situation is in some ways easier to understand, because the boundary will
be something more than just a few points, something that we're more used to talking about integrating
on. Specifically, the boundary of a compact surface (whether a region in the 2-dimensional plane or a
curved surface in 3-dimensional space) is a curve or a few curves, and the boundary of a compact region
in 3-dimensional space is a surface or a few surfaces. Still, if you can think of evaluating a quantity as in-
tegrating it at a point, then all versions of the theorem can be expressed in the same way.

This is how the general Stokes Theorem looks:

a:f dA a.
oM M

Here, « is a differential form of a certain kind, called an ezterior differential form, of some rank p, while
M is an oriented manifold of dimension p + 1 (so a 1-dimensional curve if p = 0, a 2-dimensional surface

if p=1, etc). Also, OM is the boundary of M, which is an oriented manifold of dimension p (or perhaps
a chain of several such manifolds); you know the symbol ‘O’ as used for partial derivatives, but it is also
used to mean a boundary. Finally, d A « is a kind of differential of «, called the exterior differential, which
I will explain next.

Exterior forms and exterior differentials

You may recall from Chapter 7 that a differential form of rank p (or p-form for short) may be constructed
by taking p ordinary differential forms (those of rank 1) and multiplying them together using exterior mul-
tiplication to form their wedge product; more generally, if you apply operations such as addition to such
expressions, then this still leaves you with a p-form. This can then be evaluated at a point along p vectors.
So for example, 2y dx A dy — 2z dy A dz is formed by taking the wedge product of 2y dx and dy, giving the
2-form 2y dz A dy, taking the wedge product of 2z dy and dz, giving the 2-form 2z dy A dz, and subtract-
ing these, giving the 2-form 2y da A dy — 2z dy A dz. This can now be evaluated at a point (z,y,z) = Py
along two different vectors (dz,dy,dz) = vi and (dz, dy,dz) = va, by the method described in Section 7.4
(although you never actually need to perform such an evaluation in this course).

You may also recall from Section 4.4 that the differential of an ordinary quantity « (which we can
now think of as a differential form of rank 0) is a 1-form, which you can evaluate at a point Py along a
vector v by considering a parametrized curve through Py with vq as its velocity vector there and seeing
how fast u changes along that curve. Specifically, if you evaluate u at various points on the curve, then the
result is a function of the parameter of the curve, and the derivative of this function (at the value of the
parameter that gives the point Py and the tangent vector vg) is the result of evaluating du at Py along vy.

We can combine these ideas to define the exterior differential of a p-form «. This will be a (p + 1)-

form, so it can be evaluated at a point P, along p + 1 vectors v, vi, ..., and v,. To evaluate this, con-
sider a parametrized curve through Py with v as its velocity vector there. You can evaluate o at any
point on that curve along the same p vectors vi, va, ..., and v, to get a number that is a function of

the parameter of the curve. The derivative of this function (at the value of the parameter that gives the
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point Py and the tangent vector vo) is sort of the result of evaluating d A a at Py along vo, vi, ..., and vp.
I say ‘sort of’, because you now you need to consider a curve through Py whose velocity vector is vy rather
than vg and do the same thing, evaluating o at a point on the curve along vg, vo, vs3, ..., and v,. Con-
tinue in this way until you've gone along a curve whose tangent vector is v,. Now add up all of those re-
sults where you used a curve whose tangent vector was v; for an even value of 7, then subtract from this
all of the results where you used a curve whose tangent vector was v; for an odd value of i, and final-
ly divide all of this by p + 1. Now you really have the result of evaluating d A o at Py along vq, vy, ...
and vy,.

Again, you're not actually going to need to do any such evaluation in this course. However, this def-
inition leads to some fairly simple rules for calculating exterior differentials, and this will be useful. Here
are some of the most important rules:

7

d A u = du when u is a differentiable 0-form;

d Adu = 0 when u is a twice-differentiable 0-form;

dA(a+8)=dAa+dA S when « and § are differentiable p-forms (for any whole number p);

d A (ua) =du Aa+udA a when u is a differentiable O-form and « is a differentiable p-form (for any
whole number p);

e dA(aAp)=(dAa)AB—aA(dAP) when « is a differentiable 1-form and 5 is a differentiable p-
form (for any whole number p).

In words: the exterior differential of an ordinary quantity is its ordinary differential that we've been using
all along (because the definition is the same in this case); the exterior differential of one of these differen-
tials is zero (ultimately because of the equality of mixed partial derivatives); the exterior differential obeys
the Sum Rule (because every process in the definition obeys a Sum Rule); the exterior differential obeys a
kind of Product Rule when multiplying by a 0-form, in which the differentials are multiplied by the wedge
product; and the exterior differential of a wedge product with a 1-form obeys a kind of Product Rule with
a minus sign in the term where the differential operator and the 1-form switch order. (These are all spe-
cial cases of more complicated rules that apply to differential forms of any rank, except that the first rule
really does only apply to O-forms and the Sum Rule doesn't get any more complicated.)

Besides the Sum Rule (which should be very easy to use), the main rule that you'll really use is a
combination of all of the others:

e dA(udvAdwA---)=duAndoAdwA---.

This will allow you to easily take the exterior differential of any differential form which is a sum of expres-
sions like this. A differential form that is such a sum is called an exterior differential form, and it is
these that we are most interested in. For example, 2y dx A dy — 2xdy A dz is an exterior differential 2-
form, and its exterior differential is

dA (2yde Ady — 2zdy Adz) = d(2y) Ade Ady — d(2z) Ady Adz
=2dyAde Ady —2dz Ady Adz = —-2dz Ady Adz

(because the first term, which multiplies dy by itself, is zero). I've written out this whole section for com-
pleteness, but the only thing that's really useful in this course is how to perform calculations like the one
above.

A note on notation: Besides simple 1-forms, the exterior differential forms are the most widely stud-
ied differential forms; and while the exterior differential is not the only way to differentiate these, it is by
far the most widely studied way. For this reason, it's common to leave out the symbol ‘A’ in the wedge
product and extremely common to leave out that symbol in the exterior differential. So the previous ex-
ample may be written

d(2ydedy — 2zdydz) = —2dzdydz.

The main reason why I'm not using this simplified notation myself is that we do occasionally multiply dif-
ferential forms using ordinary multiplication (rather than exterior multplication) in expressions such as
ds = /dxz? + dy?; here, dz? really means the 1-form dx dz, not the 2-form dz A dz, which would be ze-
ro. (The formula for do in Section 7.6 on page 71 even mixes wedge products with squares. There are al-
so similar expressions, used in the geometry of surfaces and in general relativity for example, that have a
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8.2

dz dy term under the square root, so it's not enough just to treat exponents differently.) But if you read
other material on exterior differential forms, then it's very likely that some or all of the wedges will be left
out.

Cohomology

One very important property of the exterior differential is that
dA(dAa)=0

whenever « is a twice-differentiable exterior form of any rank; that is, an exterior differential of an exterior
differential is zero. The reason for this is the equality of mixed partial derivatives; if you write out the left-
hand side explicitly in terms of partial derivatives of expressions appearing in a (which is very complicated
but can be done), then you will see that everything cancels.

This fits in very nicely with the Stokes Theorem; if you apply it twice, then you get

faaMa: faMd/\a - IMd/\d/\a;

the right-hand side is zero because of the previous fact, while the left-hand side is zero because everything
in the boundary of a boundary cancels. (For example, a curve bounding a surface must end where it be-
gan; similarly, a surface bounding a three-dimensional region must close in on itself and have no bounding
curves.)

A manifold (or chain of manifolds) is called closed if it has no boundary (but this is different from
being a closed set of points), and an exterior form is called exact if it's the exterior differential of some
other exterior form. So the integral of an exact form on a closed manifold must be zero. This is where the
terms ‘closed’ and ‘exact’ come from (in this context), but people also turn them around and use them
this way: a chain of manifolds is exact if it's the boundary of some other manifold, and an exterior form
is closed if its exterior differential is zero. Then the integral of a closed form on an exact manifold is also
Zero.

Because 00M = 0 and d Ad A a = 0, anything exact must also be closed. Conversely, a closed mani-
fold in R™ must be exact, because you can simply fill it in to get something of one higher dimension that
it bounds. Similarly, a closed exterior form in n variables is exact if it is defined for all possible values of
those variables. However, if it is sometimes undefined, then it might not be, in particular if there are any
gaps or holes in its domain.

It's therefore possible to study the topology of a manifold (roughly, those features of its shape that
cannot be changed by continuously stretching or otherwise distorting it) by studying the exterior forms
defined on it. The existence of closed but non-exact forms shows the existence of holes or gaps in the man-
ifold, and the rank of the form in question even shows what kind of hole or gap. (The hole in a doughnut
is different from both the gap between a pair of separated blobs and the hollow inside a sphere; these come
from closed but non-exact forms of ranks 1, 0, and 2, respectively. This study of the topology of a shape
by identifying and classifying holes in it is called cohomology (or specifically de Rham cohomology if you
use closed but non-exact exterior differential forms to find the holes).

We won't really be doing any cohomology in this course; all that you really need to know are these
facts:

e An exact differential form, if it is differentiable, is also closed;
e A closed differential form, if it is defined everywhere, is also exact.

The special case of this for O-forms has already come up, in the discussion of the Fundamental Theorem of
Calculus in Section 5.4.
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8.3 Green'’s Theorem

Suppose that R is a compact region in the 2-dimensional plane, and suppose that the boundary of R is
a curve C. (It's not true that every compact region has a curve for its boundary; Green's Theorem ap-
plies only to regions whose boundaries may be parametrized as a curve or a chain of curves.) Pseudoori-
ent the curve C' in the direction from within R to outside of R, and turn this into an orientation following
the right-hand rule (so that you turn counterclockwise from the pseudoorientation to the orientation). In
other words, C' is oriented counterclockwise overall, with the region R on the left as you travel along its
boundary C.

If f and g are functions of 2 variables (scalar fields) that are continuously differentiable at least on all
of R, then

J‘(ac,y)ec(f(x7 y) dz + g(x, y) dy) = j (Dlg(xv y) - DQf(‘Tv y)) dA.

(z,y)ER

Equivalently, if u = f(z,y) and v = g(z,y) are variable quantities that are continuously differentiable at
least whenever (z,y) € R, then

ov 8u)
d dy) = — — — | dA.
Lz,y)ec(u T y) j(w,y)eR((?!E dy

This result is Green's Theorem.
To see how this is a special case of the general Stokes Theorem, look at the exterior differential of

uwdz + vdy:
d/\(udx—l—vdy):du/\dx—l—dv/\dy:(@dx—i—@dy)/\dw+<@dx+@dy)/\dy
Or dy ox Jy
ou v <8v 8u)
O+8y( x A y)+5;v xAdy+0 9 9y z Ady

Since dz A dy corresponds to the counterclockwise orientation of the region R, the boundary curve C' must
also be oriented counterclockwise around R.

If F is a continuously differentiable vector field in 2 dimensions, then we can integrate both F(z,y) -
dr and F(z,y) x dr on a curve such as C. These will correspond to two different ways of differentiating F.
Writing F = (M, N),

F(z,y) -dr = (M(z,y), N(z,y)) - (dz,dy) = M(z,y)dz + N (z,y) dy,
so (using f = M and g = N) Green's Theorem says that
fCF(xvy) ~dr = fR(v X F)(:Eu y) dA7

where V x F is a scalar field called the curl of F: V x F = (Dy, D3) x (M, N) = D1 N — Dy M, or more
explicitly,

O(N (=, o(M (z,
(V % F) (. ) = ( ;x v)  9( (;y v)
On the other hand,

F(:Evy) X dr = <M(‘T7y)aN(Iay)> X <dI,dy> = M(:Evy) dy — N(:Evy) dz,

so (now using f = —N and g = M) Green's Theorem also says that

fCF(x,y) x dr = va -F(z,y)dA,
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where V - F is a scalar field called the divergence of F: V- F = (Dy, D3) - (M, N) = D1 M + Dy N; or
more explicitly,

O(M(z,y)) O(N(z,y))
Or * dy '

These are both forms of Green's Theorem; thought of as theorems about vector fields, the first of these

generalizes to Stokes's Theorem in Section 8.4 below, while the last of these generalizes to Gauss's Theo-

rem in Section 8.5. The fact that d A du = 0, where u = f(z,y), can be intepreted to say that V x Vf = 0.
If the boundary of R consists of several curves, then we can still write Green's Theorem as

ov  Ou

(or similarly for any of the versions involving scalar or vector fields), where you integrate along the bound-
ary OR by integrating along each curve in that boundary and adding the integrals. But now only the out-
ermost curve of the boundary is oriented clockwise overall; the inner curves are oriented clockwise instead.
This still matches the orientation of R, because an inner curve surrounds a hole in R rather than R itself.

You can also write the integral on the left-hand side as

(V-F)(z,y) =

fCO(udaj—dey) — jcl(udaj—l—vdy) — jc2(Ud$+vdy) —

where Cj is the outermost curve surrounding R and C7, Cs, etc are the inner curves surrounding the holes,
if you orient them all counterclockwise this time. (This still assumes that R consists of a single piece; if R
consists of more than one disconnected piece, then there will be more than one outer curve being added.)
The proof of Green's Theorem essentially relies on showing that it is true on a small triangular region,
say
R={z,y|z>0,y>0, v +y<1}.

The boundary of this region is a triangle, running from (x,y) = (0,0) to (1,0) to (0,1) back to (0,0), which
I will divide into three line segments, each parametrized by = or y itself. Then the integral along the bound-
ary is

jlzof(x()dx—l—f flz, 1 —x) dx—l—f 1—yydy—|—f 0,y)dy
1

=" (f@.0) = fla,1—2)) dx+f g(1 —y,y) — 9(0,y)) dy.

=0

Meanwhile, the integral on the triangular region itself is

[ L Ly g UL PR

1 1
=) =59 =90y)dy - | _ (f(z,1-2)=f(z0))da.

So, Green's Theorem is definitely true for this triangular region. But any triangle looks like this under an
appropriate change of coordinates, and the area integral on any region R is a limit of the sum of the inte-
grals on such triangular regions. Meanwhile, the corresponding sums of integrals on the triangles' bound-
aries mostly cancel, as the same line segment is integrated along in first one direction and then the other;
only the integrals along the line segments near the boundary of R survive, and the limit of this is the inte-
gral along the boundary itself. This is ultimately why all of these theorems apply only to exterior differen-
tial forms; there would be no cancellation for something like |udz + v dy|.

(You can similarly prove the general Stokes Theorem —in any rank and any dimension— all at once,
if you take care to keep careful track of everything, but this is a lot of detail when written out in full.)
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8.4 Stokes’s Theorem

While Green's Theorem is about a region in the plane, Stokes's Theorem is about a curved surface in space.
(Stokes's Theorem is also called the Kelvin—Stokes Theorem or the Curl Theorem; the general Stokes The-
orem is named after this particular case.)

If F = (M, N, P) is a continuously differentiable vector field in 3 dimensions and S is a compact sur-
face in 3 dimensions with boundary curve C, then Stokes's Theorem says that

ICF(x,y, z)-dr = IS(V x F)(z,y,z)-dS,

where V x F is a vector field called the curl of F: V x F = (Dy, D2, D3) x (M, N, P) =
(D3P — D3N, DsM — D1 P, D1 N — Dy M); or more explicitly,

(V x F)(z,y,2)
<8(P(3:,y,z)) 8(N(3:,y,z)) 8(M(x,y,z)) 8(P(3:,y,z)) 8(N(x,y,z)) 8(M(x,y,z))>'

N Oy 0z ’ 0z Ox ’ Ox Oy

Both the surface S and its boundary C are oriented here, and these orientations must match; that
is, the direction in which you travel along C, as given by its orientation, must agree with the direction in
which you turn along S, as given by its orientation, near the boundary. We usually think of a surface as
being pseudooriented, that is given with a direction across it instead of directions along it, relating this
to the orientation of its boundary with the right-hand rule; but the formula for the curl also relies on the
right-hand rule, so you could just as easily use the left-hand rule for both.

As with Green's Theorem, this generalizes to a surface whose boundary consists of several curves, but
it won't apply to a surface whose boundary cannot be parametrized as curves at all. On the other hand, a
parametrized surface could cross itself (just as a curve can), and Stokes's Theorem can continue to apply
in that case. What ultimately matters is the region in the (u,v)-plane that the parametrization transforms
into the actual surface; if the boundary of that region can be parametrized as curves, then Stokes's Theo-
rem applies to the resulting surface. This also shows one way to prove Stokes's Theorem: by reducing it to
Green's Theorem in the (u,v)-plane.

This classical Stokes's Theorem is a special case of the general Stokes Theorem: writing u for M (z,y, 2),
v for N(z,y, z), and w for P(z,y, z),

dA (F(z,y,z)-dr) =dA (udz 4+ vdy + wdz) = du Adz + dv Ady + dw Adz
ou ov ow ow

_ (Ou Ju ) (Bv v ) (8w )
_(8xdx+8ydy+8zdz Adx + 8xdx+8ydy+8zdz ANdy + 8Idx+aydy+azdz Adz

ou ou v v ow ow
—0+a—y(—dx/\dy)+Edz/\dx—i—a—xdx/\dy—i—o—i-&(—dy/\dz)—i—a—x(—dz/\dw)—i-a—ydy/\dz—i-o

~ (ow 81}) (8u 8w) (81} 8u) B
_(52/ 0z dyndz+ 0z Oz dende+ oxr 0Oy dzAdy = (V xF)(z,y,2) - dS.

The fact that d A du = 0, when u = f(x,y, z), becomes the result that
VxVf=0.

Conversely, if V x F = 0, then F must be the gradient of some scalar field f, unless there must be a hole
in the domain of F similar to the hole through a doughnut.
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8.5 Gauss’s Theorem

While Green's Theorem is about a region in the plane, Gauss's Theorem is about a region in space. (Gauss's
Theorem is also called the Ostrogradsky—Gauss Theorem or the Divergence Theorem.)

If G = (M, N, P) is a continuously differentiable vector field in 3 dimensions and D is a compact re-
gion in 3 dimensions with boundary surface S, then Gauss's Theorem says that

fSG(x,y,z) -dS = fD(v - G)(z,y,2)dV,

where V - G is a scalar field called the divergence of G: V - G = (Dy, D3, D3) - (M, N, P) = DiM + D3N +
D3 P; or more explicitly,

8(M(:E,y,z)) N B(N(:E,y,z)) N B(P(x,y,z)).

If you give the region D a right-handed orientation, then the orientation on the boundary surface S is
counterclockwise as viewed from outside the region, which in turn corresponds under the right-hand rule
to a pseudoorientation from inside to outside. You can just as easily use the left hand for everything, but
the pseudoorientation on S will always be outwards.

As with Green's Theorem, this generalizes to a region whose boundary consists of several surfaces,
but it won't apply to a region whose boundary cannot be parametrized as surfaces at all. Unlike Stokes's
Theorem, Gauss's Theorem cannot be reduced to Green's Theorem using a parametrization; however, the
proof of Gauss's Theorem is quite similar to the proof of Green's Theorem, only with an extra dimension:
the integral along the boundary of a tetrahedron splits into four pieces, three with one term each and one
with three terms, so six terms grouped into three pairs, while the integral on the tetrahedron splits into
three terms whose partial integrals lead to the same six expressions.

Gauss's Theorem is also a special case of the Stokes Theorem: writing u for M(z,y, z), v for N(z,y, z),
and w for P(x,y, z),

dA (G(z,y,2)-dS) =d A (udy Adz + vdz Ada + wdz A dy)
=duANdyAdz+dvAdzAde +dw Ade Ady

:(%dx/\dy/\dz—l—o—k())+(O—I—@dx/\dy/\dz—l—())—I—(O—FO—I—a—wdx/\dy/\dz)
ou Ov Bw)
_(%—F&_y—i—a de ANdyANdz = (V- G)(z,y,2)dV.

The fact that d A (d A @) =0, when a = F(x,y, 2) - dr, becomes the result that
V-V xF=0.

Conversely, if V - G = 0, then G must be the curl of some vector field F, unless there is a hollow in the
domain of G similar to the hollow inside a sphere.
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